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BEB-JTOJATOK IJIA BUBOPY JAVASCRIPT-BIB/IIOTEK

BI3VAJII3AIIIT MTAHUX

Brapucnas Kpunacos
MaricTpaHr,

¢isuko-maTeMaTyHMit GpaxynbreT, LleHTpaTbHOYKPATHCHKIUIT Hep>KaBHUIL
nefaroriunmit ynisepcurer iMeni Bonogumupa Bunandyenka

Knrouosi cmoBa: Be6-j0faToOK, javascript-6i6mioreka, Bisyanisaris gaHux.
Keywords: web application, javascript library, data visualization.

CyuacHmi eTan po3BUTKYy iHdopma-
LifHUX TEXHOJIOTil XapaKTepPU3YETbCs
MOBCAKYACHMM Ta IIOBCEMICHUM BUKO-
PUCTAaHHAM Bi3yani3oBaHMX JaHMX.
CrpiMKe IpOHMKHeHHs iH(OpMaiiiiHKX
TEXHOJIOriiT B GimbIicTh cdep >KUTTERI-
ANBHOCTI JIIOfeN Ta IepeHaBaHTAKEHHA
inpopManiifHMMM [TOTOKAMM BYMAraiTh
Bifl Cy4YacCHOTrO CyCHiNbCcTBa PO3poOKU
HOBMX TEXHOJIOTil1, 3MiHU croco6iB mo-
maHHs iHpopMarlii i fJaHKUX B Bisya/npHO-
TOOCTYIIHOMY JIISl CIIPUIHATTSA BUITIALI.

JIOLiIbHICTh BMKOPUCTaHHA Bisyari-
3aLii 3yMOBJ/IeHa HeOOXiJHICTIO KOMIIaK-
THOTO NOJAHHA JJaHUX Y BUIILAJI, AKUI
Oyze HalOiIbII SPYyYHMUM /1A IX CHpUIL-
HATTSA, PO3YMiHHA, 3aCBOEHHA i
3amam sITOByBaHHS.

Bisyamisania maHMX € HaMIIBM/IINM
criocoboMm moHecT 1i mo iHmMX. Binbr
OyKBaJIbHO, Bi3yayisalisa — Ije Ipolec Bi-
mobpakeHHs iHdopManii y BisyanbHii
¢dopwmi. IIpu 11bOMY MM CTBOPIOEMO TIpa-
BIJIA, IHTEPIIPETYEMO JaHi i BU3HAYaEMO
OCHOBHI ITapaMeTpy B AKOCTi BidyanbHMUX
BJIaCTUBOCTEN [7].

IncTpymenTapiit Bisyamisamii maHmx
nyxe pisHoMaHiTHUIL. ITofamo KopoTKuit
nepenik iHCTPYMEHTIB, IPUJATHUX I
06po6xi Ta Bizyasisauii faHMX:

o enekTponHi Tabmuui - LibreOffice,
Excel un Google Docs;

o cepeoBUINEe AIA CTATUCTUYHOIO
nporpamyBaHHA — R (r-project.org) um
Pandas (pandas.pydata.org);

o reoindopmaniitni cucremn (GIS) -
Quantum GIS, ArcGIS, GRASS;

o 0i0mioTexky Bisyamisamiini - d3.js
(github.com/d3), Prefuse (prefuse.org),
Flare (flare.prefuse.org);

o iIHCTPYMeHTH 1A 06pOOKM JAaHUX —
Google Refine, Datawrangler;

o cepemoBULIe I Bisyamisaniit Ges
BUKOPUCTAaHHA NPOTpaMyBaHHA -
ManyEyes, Tableau Public [7].

KinbKicTb JOCTYNMHMX Ha CbOTOJHI
IAPYKOBAaHUX Ta €IeKTPOHHUX JDKepell,
00 iIHCTPYMEHTIB Bi3yasisalii HAOYHO
IIeMOHCTPYE, 110 iHTepec /10 MUTAHHA Bi-
3yamisalil JlaHMX YTPUMYETbCA Ha [IO-
cnThb BUCOKOMy piBHI. O6’€KTOM HAILIOTO
mocrimKeHHs € JavaScript-6i6mioTexn Bi-
3yaisanii JaHuX.

OsHailoOM/IeHHA 3 iCHYI04YMMIU JpKepe-
JaMM MM IPOBOJVI/IN 33 TaKUMM HaIlps-
mamu. Ilo-nepiue pisHOMaHIiTHI orAaM i
peiTUHTM  HailbinbpIl  HOMyAAPHUX
JavaScript-6i6miorex Bisyasisanii faHuX.
14 Popular JavaScript
Libraries for Data Visualization in 2019

Hanpuxnap:

6
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Schemes Generator

Bitaemo!
TeriepaTop Cxew A0380MKTS Bats 5a 3 NPOCTIHX KPOKY CTBOPHTH €B0FO yHikansHy lkTeparTvany cxemy!

1] Oepirs Hasey AnA cxemn

MigroTyiiTe CSV chaiin is Aasun ANs Cxew 3 wabnowow. Daiin OKe CKNBAATHCA i3
6 nonedt (rink, fitera, fitcerz..). Mona-

(name, deseripeion) Ta
INSTPI MOYTe MATH AEKiNbKa 3Ha4SHS fKi POSAINAITECA KOMaNIN

A 8 c o 3 3
1 [name loescription  tink  vendor  leense  type
2] 2 [Windows Windows Microsoft  proprietarydesktop,mobile,server

3 |Macos
4 |unux

MacOs
Linux

Apple proprietary desktop
Communtty free

I eiayanisaufi cyTHoCTelt RoaaiiTe 0BpaResHs-KokKy AR KOKHOT 3 HiX. KinbKicTs

a0Bpakets noaHHHa ciianagaTh is KinskicTio cyTHocTel. 306paeHHA CnieCTasnAOTSCA 40

desktop,mobile server

OBPATM ®AIN 3 JAHUMA

OBPATU 30EPAXKEHHSA

CyTHOCTei? 32 iNeHeM. IR KOKHOTO 20GPAEHHS - L NOPAAKOEWH HOMep CyTHOCTI. BaxaH,
1406 305pEXEHHA DY KERADATHOT (DOPHN Ta BIAHOCHO HEBEMIKOTD PosMpess (30 100x100

ikcenis). instu poawmpern GyayTs CTHcKaTHeS

BibnioTeka "306paxeHHs"

Creopumn nany

/¢ Ynogoamna
1§ Jasanrawennn
"L Heagano sigsiaan
M Poboumiicrin |=
& Google ek

i Bibsioren
I Ginessemicn
3 Rowmymermn
= 3oBpaxenns
o My

[=105ipg

In's gaiiny: "05.jpg” "0Lipg’ "02jpg" “03jpg v  [Hemnasi daiinu (“omp;

Ynopaarysarmaza: Mana ™

==

PucyHok 1. lonoBHa cTopiHka Beb-gogatky «Schemes Generator»

[5], 11 Javascript Data Visualization
Libraries for 2019 [4], 10 nyumwnx
JavaScript 6ubnMOTeK AIs BU3yanu3anum
IDaHHBIX Ha rpadukax u guarpammax [1].

Takosx, MU BUOKPEMIIN ¥ JOCTiAUIN
JKepera, AKi MICTATb KaTaJIoru Bisyajti-
3anii ganux. Haibinbin noBHUI neperik
JOCTYITHMX KaTajIoriB Bisyaslisalii jaHux
nopato y crarti [3]. Katanorn sassuyaii
MICTATH iH(pOpPMAILIilo IPO TUII Bidyasisa-
1ii, ii OINC, a TAaKOXX BKa3yeThCsA Meperi
IHCTPYMEHTIB, AKMMH ii MOXKHA peasi3y-
BaTIH.

[Ile omue mxepeno, fKe 3acIyTOBYye
yBaru — cropiHka Bikinenii, mo micTuTh
JavaScript-
6i6moTex Bisyamisanil ganux [6]. B Ta-

TaOIUI0  MOPIBHAHHSA
O HaBeEeHO TOPIBHAHHA GiMBIIOCTI
icHyrounx JavaScript-6i6mioTex 3a Taku-
MM IIapaMeTpaMu: JileHsid, MifTpUMy-
BaHi TUIM JiarpaM, iHTE€PaKTUBHICTb,

TEXHOJIOTis pPEeHJIePMHTY, IPMB’A3Ka Ja-
HUX.

[TposiBmy aHami3 KOCTYIHNUX MaTepi-
amB MM BCTAHOBWIM, IO Yy OimbITocTi
IPKepen 3BEePTAIOTh YBary B OCHOBHOMY
Ha 3arajJibHUi OIMC Ta IEPeNliK MifTpu-
MYBaHMX THUIIIB Bi3ya/JIbHOTO ITOJJAHHA.
HasBHicTb Benmkoi KinbkocTi JavaScript-
6i6mioTex Bisyaisanii faHUX IPUBOJUTD
10 TPYAHOLIB BIOOPY PO3POOHIKOM I10-
TpibHOrOo iHCTpyMeHTY Bisyamisamii.
Tomy My BupimImM CTBOPUTY BIACHMI
iHCTpyMeHT #nas Bubopy JavaScript-
6i6mioTex Bidyasisalil faHKX.

Takuit iHCTpyMeHT BupiueHo Oyro
CTBOPUTHU Y BUIVLANLL BeO-IOHATKY, IO JO-
3BOMUTb oOupary 6i6mioTexy, He nuie
aHaJIi3yI04M KiNbKiCTh MiITPMMyBaHUX
TUIIB Bi3yamisalii, a J1 3 BpaXyBaHHAM
IHIIMX BOX/IMBUX /IS pO3POOHUKIB IIpO-
rpaMHOro 3abesredeHHs napamerpis. [lo

7
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JS Gibniotekn 3ABAHTAXUTU

MokazaHo cyTHocTei: 5/10

Google Charts

[ocTynHi insTpu:

Hazea X

THnU rpachikie

X

niyeH3ia

ul FusionCharts

aF

Chart.js

Zi;igCharl

PucyHok 2. Cxema 3reHepoBaHa gogaTtkom «Schemes Generator»

TaKUX IIapaMeTpPiB MM BiJHEC/IN: JIiLi€H-
3i10, IHTerpalilo, TEXHO/NOTII0 PeH/IEPUH-
ry, GopMary IMIOPTY Ta eKCIOPTY fAa-
HIUX, IHTepaKTUBHICTb Ta aHiMalilo, 0CO-
6/IMBOCTI TEXHIYHOI M TPUMKMY, IIPUCYT-
HicTp migTpuMky Kaprorpadii. Taxoxk
Oyn1o BUpiLlIeHO JOAATM KOPOTKUII OIC
6i6mioTexy Ta MOCUIaHHS Ha OiliitHNui
CalIT 4y iHImmMIl IOfi6HMIT pecypc.

ITig yac po6oTH HAJ TOTATKOM BUHU-
KIa ifes, pospoOUTM YHiBepcaIbHUI
BeO-ZopmaToK i Bidyanmisanii meBHOI
npegMeTHOI 0671acTi 3a pi3HMMM KaTero-
pisiMu, mapamMeTpaMH, a BKe IIOTiM 3aco-
6aM1 CTBOPEHOTO IONATKy peajidyBaTu
Bubip JavaScript-6i6miorex Bisyasmisamii
maHux. Orxe, OyJIO CIPOEKTOBaHO Ta
peamizoBaHo Beb6-momatok «Schemes
Generator». JlofaTok po3TalloBaHUI 3a

TUMYacOBOW afpecoro https://schemes-
generator.herokuapp.com, a itoro 3o-

BHILIHIV BUIJIAJ, IOKAa3aHO HA PUCYHKY 1.

TonoBHa cropiHKa momarkKy «Schemes
Generator» MiCTUTD iIHCTPYKILiIO [ KO-
pUCTyBada Ta MajiCTep CTBOPEHHS CXe-
M. SIK BUIHO 3 HaBeJEeHOI iHCTPYKIii

FusionCharts

ul Fusioncharts  F\sionCharts

FusionCharts BUKOPHCTOBYE JavasScript, SVG Ta VML Ans eisyanizaui Alarpam,
BifpeTiE T2 KapT. Lie 0380NAE BUKOPUCTOBYBATH /OT0 KOMMOHEHTH Ha BCiX
MOBINSHIX NPACTPOSX Ta BEG-NNAT(OPMAX. Lie A2€ MOKIMEICTs 40JATKOBO!
Bisyanisayii 3a fonomorow Flash. FusionCharts CLOrofHI MOe BUKOPUCTOBYBaTHCA
3 OY/1b-AKOKD MOBOK BE0-CLUEHaPITE ANA CTEOPEHHA IHTEPAKTUBHUX T2 NOTYKHIX
Aiarpau. BUKOPHCTOBYiouM XML Ta JSON B AKOCTi CBOTX ITEpEDeiics AaHHX
FusionChart M0BHOK MIPOK BUKOHCTOBYE TexHONOrii HTML 5 ANA CTB0peHHs
KOMN2KTHI, HTEPAKTMEHIX Ta BI3yanbHUX Aiarpam

Deranbhiue

arc, area, bar, box and whisker, brainstorm, bubble, bubble
map, bullet, calendar, candlestick, chord, choropleth map,
circle packing, connection map, denstty, donut, dot map, dot
matrix, eror bars, flow, flow map, gantt, heatmap matrix
histogram, illustration, kagi, line, marimekko, multi-set bar,
network, nightingale rose, non-riobon chord, open-high-low-
close, parallel coordinates, parallel sets, pictogram, pie s.
point & figure, population pyramid, area, radar, radial bar,
radial column, sankey, scatter, span, spiral, stacked area,
stacked bar, stem and leaf, stream, sunburst, tally, timeline,
timetable, tree, treemap, venn, violin, word cloud

TUNU rpaciKie:

niyensis 6€3KOWTOBHE ANA HEKOMEPWIIHOTO BUKOPUCTAHHA, NNaTHa

iHTerpauia react, angular, jquery, vue, ember, angularjs, react native
asp.net, php, java, django, ruby on rails

TexHonoris ntmis canvas, svg

peHnepiHry:

OK

PucyHok 3. BikHo 3 onucom GibnioTekn
FusionCharts

IUIsI CTBOPEHHSI CXeMU MOTPiGHO TpoBec-
TU TONEPENHIO MiAroTOBKY. IMmopr ma-
HUX B IOJaTOK BinOyBaerbcsa B ¢opmaTi
csv. JIna 3pydyHOCTi KOPUCTYBa4iB MU
onucanu 060B’A3KOBI Ta HEOOOB A3KOBI
mojisg, AKi BiH MO’Ke MICTUTH, a TaKOX

8
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HajJlaly KOPUCTYyBaueBi IIAGIOH TaKoOro
csv-(aitny. HactymHuMm 060B’s13KOBUM
KPOKOM € TiArOTOBKa 300paKeHb [
KOKHOI 13 cyTHOCTel1. 300pakeHHA He-
00XiTHO NPOHYMepyBaTH BiflIOBiHO MO
nepesiKy CyTHOCTelT B csv-daiii.

ITicna Toro, siK csv-Gait 3 CyTHOCTS-
MU Ta BIfNOBifHI 300pa’keHHs TOTOBI,
MOYKHA TIPUCTYIATU IO CTBOPEHH: CXe-
MI: BBECTM Ha3BY, 3aBaHTaKUTU CSV-
¢dair ta rpyny 3o6paxenp. Axumo Bci
CK/IaJi0Bi 3aBaHTa)KEHO CTaHEe aKTMBHOIO
KHONKa «3reHepyBartu». Ilicna ii HaTwmc-
HEeHHs PO3II0YHETbCA IMPOLeC CTBOPEHHSA
HOBOI cxemn. SIkio ¢aiu migrorosiexi
IIpaBWIbHO, TO B HOBIil BK/IAJLi BiKpu-
€TbCsI HOBOCTBOpeHa cxema (puc. 2). 3ri-
Ba BOHAa MicTuTMMe Ieperik QinbTpis.
Inma yacTMHaA CTOPIHKM IIOKasyBaTuMe
nepernik JavaScript-6i6ioTex Bisyamisanii
IDaHUX BimiOpaHMX 3TifHO 3 QinbTpamm.
bi6nioTexn MOKAa3yITbCA Y BUIAML 30-
OpakeHb 3 TillepHOCHIaHHAM, IIPU Ha-
THCHEHHI Ha fAKe BiJKPMBAETbCA BiKHO 3
omycoM JavaScript-6i6miotexu Ta ii Brac-
TUBOCTSIMMU. TaKoXX Ile BIKHO MIiCTUTD Ti-
HepIOCUIAHHS Ha BeO-pecypc, SKIIO 1ie
Oyro mepenbaueHo csv-gaitnom (puc. 3).

Bropi cTopiHKM HasgBHA KHOTIKA «3a-
BaHTAXUTU» (puc. 2), sika HO3BOJIE
36eperTu CTBOPEHY CXeMy Y BUILAJI
zip-apxiBy 3 html-cTopinkor Ta cymyT-
36epexxeHy Beb-
CTOPiHKY MOXKHa BUKOPUCTOBYBATH JI0-

HiMu  ¢aitmamn.
Ka7TbHO 4060 X PO3TaIIyBaTy Ha OY/b-
AKOMY XOCTUHTY.

Takum umHOM, y pesynbrari mocimi-
IPKEHHS IIPOBENEHO OIJIAJ Cy4YacHUX
JavaScript-6i6mioTex Bisyamisauii gaHux
Ta BUJIICHO K/IOYOBI XapaKTepUCTUKH,

sIKi IOBMHEH BpPAaxXOBYBAaTH PO3POOHUK
npu Bubopi JavaScript-6i6miorex. [Ins
Brbopy JavaScript-6i6mioTex peanizoBa-
HO  VHIBepcaJabHUII  Beb-[O[AaTOK
«Schemes Generator» i 3a 110ro gomomo-
rol0 CTBOpeHO cxeMy «JS 6ibmioTexu».
BuxopucToBytoun QinbTpu, Aki aBToMa-
TUYHO CTBOPIOIOTHCS HA OCHOBI IOJIB
csv-¢aiiny, po3pobHUK Moxxe chopmy-
BaTM CHMCOK JavaScript-6i6mioTex Ta
OTpMMATH [eTanbHy iHpOpMalio Mpo
KOXHY 3 HIX, @ TAKOXX Iepeiitu Ha odi-
LifHMIT CaiT AyiA ix ckayyBaHHA. CTBO-
peHa cxeMma pocTynHa oHnaiH [2]. Ta-
KOX II MOXKHa 30epertu y Buraazi html-
CTOpiHKM. B TOAanbLUIOMYy IITAHYETHCA
JavaScript-
6i6mioTex Bidyasmisarii JaHUX Ta ypisHO-

pOsSWIMPUTH  IIepeliK

MaHiTHUTY inbTpn.
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TEHEPATOPU IICEBJOBUITATKOBUX YMCEJI

Illenemernes E.O.
cryment rpynu I13I11-18-6
XapKiBCbKUI HalliOHAJIbHUI YHIBEPCUTET pafioeIeKTPOHIKM

Anomauis: [Jonosiov npucesqena 02110y HAUGIOOMIUMUX aneopummie zeHepauii
1ce8008UNAOK08UX HUCes, iX CUMbHUM ma crabkum crmoporam. IIposedere docnioxncen-
HA 003607151€ 6CTNAHOBUMU KpUmepil OUiHIOBAHHS 2eHepamopis npu ix eubopi ons 3a-
cmocysants Ha npakmuyi. Bynu nepeniueni cmamucmuuni mecmu 07151 OUiHKU Pi3HO-
MAHIMHUX 2eHepamopie nce006UNAOKOBUX HUCET.

Kmo4oBi cmoBa: reneparop ICeBIOBUIIAIKOBUX YUCE/T; METOJ CEPEIMHM KBaJpa-
TiB; JTHIVIHNMIT KOHTPYEHTHMII METOJ; PericTp 3CyBY 3 JIiHIIHUM 3BOPOTHUM 3B I3KOM;
kputepiit NIST.

Y cy4acHOMY CBIiTi Ay>ke BaXKIMBO IependadaTy TEHAEHI{I0 YMCTOBUX BUIALKO-
BUX JaHUX, ajle TAKOXX iCHY€e BenmKa KiIbKicTh 3afiay, SIKi BUMaraioTb CTBOPEHHs, a6o
reHepanii, BUIIaIKOBJX Be/IMYNH: Biji T0Tepell Ta Bijeoirop no mmdpyBaHH:A JaHUX Ta
CTaTUCTUIHOTO MOJIeTIOBAHHS.

3paeTbes, Wo TYT Moxke 6yTH ckiaagHoro? CrpoOyiite caMi Ha3BaTU eCATb BIU-
MaJKOBUX YMCeJl Y HaBiTb cTO. [l IepeciyHol IOAUHM — 1ie € CKIA[JHOIO 3ajjauelo,
TOMY 1i€ 3aBJJaHHs JOPYYaIOTh €/IEKTPOHHIM IIPUCTPOSIM.

Ilepen ™M, AK IIPONOBXNUTY, JaBaITe 3TaflAEMO, Ky BEMYMHY MM Ha3MBAaEMO BUIIAJ-
KOBOIO. 3a K/IaCM'YHVIM BU3HAYEHHAM BUITAJKOBOIO HAa3MBAIOTh BE/IMYMHY, KOTPA B Pe3yIlb-
TaTi BUIIPOOYBaHHA IpuiiMe OfHE i TUIbKY OffHe MOX<IVBe 3HA4YCHH, Harlepel HeBifoMe i
3aJIeKHE Bifl BUIQJIKOBUX IPUYVH, SKi 3a3fajeriib He MOXyTb OyTu BpaxosaHi [1]. Un
MOXKe JofyHa ab0 apyMeTUKO-TOTIYHIII IPUCTPIil TeHepyBaTy HACIPaB[i BUIAIKOBI
yycma? O4eBUHO, 1O Hi, 60 BOHM BUPOO/IAIOTH BeMMYMHNA Y BIIIOBITHOCTI IO CBOIX BIIO-
Io6aHb, HACTPOIO, AITOPUTMIB UM TIOIEPETHIX 3TeHepPOBaHNUX 3HavYeHb. ToOTO B FaHOMY
BUIA/IKy HAsIBHI IPUUVHY, SIKi MOKYTb Oy TH BpaxoBaHi. JItofyHa 1 apudMeTHaHumit Ipu-
CTpiit MOXKYTb JIMILIE iIMITYBaTV TeHEPAILiI0 He3a/IKHVX Ta PIBHOMIPHO PO3IIO/IIEHNX BETN-
4IMH, Yepes 1110 X MO>KHa Ha3BaTy reHepaTopamu rcepposumnaakosux ancen (ITIBY) [2].

e B 1949 J>xon ¢oH HeiimaH, 6aTbKO apXiTeKTypu Cy4acHUX KOMIT IOTEpiB, 3a-
IIPOIIOHYBAB [y)Ke IIPOCTUIL A/ITOPUTM IeHepalil ICeBAOBUIIAAKOBIX YMCeNT — Memoo
cepeduru keadpamis. Bin popmynoeTpcs Tak: GepeMo MOYaTKOBe YNUCTIO, CKaXIMO,
YOTUPBOX PO3PsIAHE, MIFHOCKMO JIOTO 1O KBAaAPaTy, 6epeMo 3 CepeHI YOTUPH PO3-
pAnYU, SIKi CTal0Th HOBUM IIOYATKOBMM 4KcIoM. Hanpukian:

5678 > 32239684 > 2396 > 05740816 > 7408 > ...

Ha >xanp, gannit anroputm Mae 6arato HelOJIKiB: B 3a/IEKHOCTI Biff TOYaTKOBOTO

3HaueHHsA MOXXHA JJy>Ke IIBUJKO JOCATTU IVK/IiYHOTO IIOBTOPY YICEN; B 3ara/IbHOMY
BUIIA/IKy aITOPUTM HOKpPUBAE TiMbky 60% ycix sHaueHb [3].
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Mertop cepenyHM KBafIpaTiB Ha IIPAKTHUIIi MOXXe BMKOPMCTOBYBATHUCA fAK XeIl-
¢ynkuia. Takox BapTo 3a3HaunTy, mo B EOM anroputm o64YMCIIOETbCA HA OCHOBI
IBIIIKOBOI CCTEMU YMCIEHHS 32 OITOMOTOI0 apipMEeTUIHNUX Ollepaliiii MHO>KEHHS Ta
3cyBy [4].

Harmpoctinmm anropurmom I'TIBY, skuit BUKOPUCTOBYETbCA y 61IBIIOCTI IpoO-
TPaMHMX JIONATKIB, € MiHilHULL KOHePYeHMHULL Memo0, 10 Mae HACTYITHUI 3arabHUI
BUTTLAL;:

Xpy1=a*X, +bmodm, (opmyra 1)

fie a — MHOXKHIUK, b — IIpupicT, m — MOAYIb, X, - 3asmanerinb 3ajjane (II04aTKOBE)

gmcro (seed), mod - omepariis oTpUMaHHA 3a/MMNIKY Biff fiinenns, uncna X, X, ..., X

YTBOPIOIOTH MOC/IIOBHICTD 3T€HepPOBAHMX 3HaYeHb. Uncma a, b, m Ta X HasupawTh
IapaMeTpaMu reHeparopa [5].

Hanpuxmap, gns a = 13, X, = 1, b = 3, m = 16 MaeMo HacTynHy MOCTiOBHICTD
3TeHepoBaHMX 3HadeHs: 0, 3, 10, 5,4, 7, 14,9, 8,11, 2,13, 12, 15,6, 1,0, 3 .... Ak MOX-
Ha 100aYuTH, PIBHOMIPHO PO3MOAiNeHa MOCIiOBHICT Mae mepiop 16 umcen (m).
To6To0 mic/st TOro, sIK X04a O OfHEe 3reHepOBaHe YNMC/IO TIOBTOPUTHCS, MOCTIJOBHICTD
TaKOXX ITOYHE OBTOPIOBATHCS. [/ 3aJaHOTO M 1Ielt TIePiof] € HAOIIbIINM MOXKIIH -

BJM.
MaeMo 30BCiM IPOTUTIEKHY CUTYallilo, AKIIO SMiHUTY 3Ha4eHHA a Ha 2. OTpuMa-
Ha CYKYTIHICTb YMces Taka: 5, 13, 13, .... MaeMo ycboro /iBa yHiKa/JIbHUX 3HaUeHHA.

[ist Toro, 06 B iHITHOMY KOHTPYEeHTHOMY METOfi JOCSTTI 3HaYeHHS Iepiony,
piBHOMY m HeoOXifjHe BUKOHAHHS YMOB HAaCTYIIHOI TeopeMu [6]:

C Ta M € B3aEMHO IIPOCTUMU;

a piBHe (KOHIPYeHTHe) 3a MOAY/IeM P OfVHMI, [ 6YAb-AKOTO P, L0 € IPOCTUM
MHO>XHMKOM m;

a piBHe (KOHTpyeHTHe) 3a MOAY/IEeM 4 ORMHMUII, AKIIO 4 € TITBHUKOM m.

JlaHui1 a/IrOPUTM € Jy>Ke IIBUAKUM i BUKOPUCTOBYETbCA JI/I1 MOJE/IIOBAHHSA BU-
MaJKOBMX 3HAY€Hb B CTATUCTHIII, ajle € HA/I3BUYANHO Iepen6adyBaHuM, [0 He HO0-
3BOJIA€ JIOT0 BUKOPUCTaHHA B Kpunrorpadii [7].

Binpn 6e3neqHyM € pezicmp 3cy8y 3 AiHIGHUM 360POMHUM 36 A3KOM, KWL IIPALIOE
Ha OCHOBI BMPaXOBYBaHH: Pe3y/IbTyI04O0ro 6iTy (6iT 3BOPOTHBOTO 3B’3KY) V Bifmo-
BifHOCTI fj0 7iHilHOI 6yeBol GyHKILIT Bif 3HAYeHDb Ycix ab0 [eKinbKoX OiTiB pericTpa,
1[0 Ha3MBAETHCS (PYHKIIEI 3BOPOTHHOTO 3B5I3KY [8].

Hexait 3ajaHO pericTp 3 ZOBXUHOI P, TOOTO peTicTp Ma€e p KOMipOK, IIPOiH/eKCO-
BaHux Bif 0 1o p - 1, koedimientn a2, .., 110 NpUitMaroTh 3Ha4eHH:A 0 Ta 1, Aki
BU3HAYAIOTh PEKyPEHTHY (opmyy:

Xogp =1 * Xpypo1 D ap 2% Xy 2 @ .. B ay X1 B Xy, (dopmyna 2)
ne X, — BUXIJTHA TIOCIIIOBHICTE OiTiB, @ — OyseBa omepallisi CyMd MO0 MOYJIIO
2 (XOR).
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CaM ajropuT™ BUIVIAJA€ HACTYIIHUM YHHOM:

Bumict xomipku p — 1 popmye deprosuit 6iT BUXifHOI HOCTIFOBHOCTI.

BupaxoByeTbcs sHaueHHsI QYHKIIIT 3BOPOTHBOTO 3B 513Ky 3a popmyomo (2).

3MicT KOXKHOI i-01 KOMipKM IepeMilllyeTbCs B HACTYIIHY KOMIpPKY 3 iHIeKcoM i +
1 onepauis 6iTOBOrO 3CyBY).

B koMmipky 3 infiekcoM 0 3aHOCUTbCA 3HaYeHHs, BUpPaxXyBaHe Ha Kpolii 2.

Hayt6inpmit Mo>XnmuBuii nepiof BUXifgHOI mocnigoBHocTi (M-nocaifoBHOCTI) KO-
piBHIOE 2P — 1.

Ha mpaktuni pericTp 3cyBy 3 MiHIiIHUM 3BOPOTHMM 3B’sI3KOM Halie(eKTMBHile
BMKOPUCTOBYBATY Ha allapaTHOMY PiBHi, ajie iCHYIOTb JOCUTb IPOAYKTHBHI J10T0 pe-
anizanii Ha HM3BKOPIBHEBUX MOBAaX IIpOrpaMyBaHHA [9].

Yci BuenepestideHi reHepaTopy IICeBLOBUNIAKOBYUX YMCEl € OCHOBOIO [ iHIINX
reHepaTopiB, sAKi BKIIOYAIOTH iX pi3HOMaHITHI KOMOiHaLii Ta KOATKOBI omepariii Haj
BUXIHMMU IOCTIOBHOCTAMMU (TeHepaTop «CTOMN-INLIOB», Buxop Mepcenna, XPD/
KPD, A5, mpopimxyrounit reHepatop, Kackay lonmana, reneparop leda Ta inmi).

Arte six 06paTu reHepaTop MCeBIOBUNAAKOBUX uncern? IIoTpiGHO MaTu Ha yBasi 6es-
7Y BIACTUBOCTEN: TIEPiofi, PIBHOMIPHICTb PO3IOAiTY BEINYNMH, HE3a/IEXKHICTh HOBMX
3HaYeHb BiJl IIONepeHiX Ta eeKTUBHICTD IIporpaMHoi abo amapatHol peasisanil. 1106
HepeBipUTY reHepaTop Ha Bci Lii mapaMeTpy iCHYIOTb 6es/iid TecTiB, sAKi MO>KHa PO3fi-
JIUTY HA JiBi TPyIM: eMITipMYHi Ta TeOpeTHYHi. SIKII[0 OCTaHHi BMMAaraoTb 3HaHHA JMIIe
AITOPUTMY pOOOTH reHepaTopa, TO eMIIPUYHI TECTH BUPAXOBYIOTH JOTO SIKICTb TIIBKM
BUKODPUCTOBYIOUYM BUXIiJIHY ITOC/TiOBHICTD IICEBJOBUIIA/IKOBMX 3HAYEHb.

Hait6ipir BUKOPUCTOBYBAHNMY €MITIPUYHNIMI TECTAMU € KPUTepilt Xi-KBagpar
(x*-xpurepiit) Ta kputepiit Konmoroposa-CMupHoBa [10]. 3ynuHUMOCA Ha IEpLIOMY.

ITepesipka kpuTepito X> HOIATAE Y BUKOHAHHI HACTYIIHMUX KPOKiB:

OTpUMYy€EMO TOCTATHIO KiNbKiCTb 3TeHepOBaHNUX 3HAYeHb Bif a 1o b.

[TligpaxoByeMO Ki/IbKiCTb 3HAY€HD N, IO MOTPAININ B KOXKEH 3 k inTepBanis (ai,
b.] mpomixky (a, b].

ITizpaxoByeMO CTaTUCTHUKY 332 POPMYIOIO:

k 2
Zn z (le B E])
X : —Ej )
j=1

ne Ej — OYiKyBaHe 4MC/I0 IIOTPAIIAHD B j-Uil iIHTEPBaJL.

(dopmyna 3)

BusnayaeMo, 41 3HaXOAMTbCA BUpaxyBaHe 3HaYeHH:A B JOBipyoMy iHTerparni, 3a
creliaibHOO Tabnuiero [8].

BapTo maru Ha yBasi, 110 x*-KpuUTepiit € 0CHOBOIO At 6araTbOX eMIIipUYHMX Tec-
TiB 1 € HaOUIBII YaCTO BUKOPUCTOBYBAHUM JJIsI OLIIHKY T€HEPATOPIB IICEBIOBNUIIAN-
KOBUX YMCE]L.

Cratyctiaanit kpurepiit NIST - e mporpamumii naket, pospo6nennii Jlabopato-
pieto iHpOpMAaIITHUX TeXHOMOTI, AKMII BKI0OYa€e 15 TecTiB, IpU3HaYeHNX JyId Hepe-
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BipKM JBIJIKOBUX IIOC/i/JOBHOCTE, 3ST€HEPOBAHMX 3a JOIIOMOIOI I€HEPATOPiB IICEB-
moBumagkoBux uycen [11]. Po3risiHeMo KOXeH 3 TeCTiB OKpeMo.

Frequency (Monobits) Test (dacToTHMIt T06iTOBMIT TeCT) — BUABILIE AUCOATAHC Y
KiZIbKOCTi HY/IiB Ta OAVHUIIb TOCTiJOBHOCTI.

Test For Frequency Within A Block (6nounnit Tect Ha 9acToTy) — AUIUTH TOCTI-
IOBHICTb Ha OJIOKM Ta BUAB/LAE AUCOANAHC Y KIIBKOCTI HY/IB Ta ORMHUIID.

Runs Test (TecT Ha cepiitHicTb) — HellepepBHi cepii OfHAKOBMX OiTiB TOPiBHIOIOTH-
Cs1 3 O4iKyBaHMM PO3IOALIOM YISl BUIIQ[JKOBMX IIOC/i/JOBHOCTEIA.

Test For The Longest Run Of Ones In A Block (TecT Ha HalifoBIy cepiitHicTb) —
aHaJIOTiYHO NOIEePEJHLOMY, ajle IOPiBHIOIOTHCA HAMOBIII TOC/iJOBHOCTI OJHAKOBUX
6iriB.

Random Binary Matrix Rank Test (MaTpu4HO-paHIOBMII TECT) — PO3PAXYHOK paH-
riB migMaTpuIlp, HOOYLOBaHUX HA OCHOBI BXiHOI ITOC/TiJOBHOCTI.

Discrete Fourier Transform (Spectral) Test (crexTpanpHuit TeCT) — BUSBIISIE HO-
BTOPIOBaHi 6JI0KM 41 OCTiFOBHOCTI.

Non-Overlapping (Aperiodic) Template Matching Test (Tect 3 HemepiogUYHUMNU
ma6JIoHaMy, 10 He NepeTUHAIOTbCS) — MOKa3ye KiIbKIiCTb 3a3fajerifb BU3HAYEeHIX
6iTOBMX 11a0/IOHIB B ITOC/TiOBHOCTI.

Overlapping (Periodic) Template Matching Test (TecT Ha nepioan4Hi 1a6mI0HY, 110
HePEeTHHAIOTHCS) — AaHAIOTIYHO IIONEPefHbOMY, ajle Telep LIA0MIOHN HIYKATHCS i B
HOIepefHbO 3HaleHNX 6ITOBMX I1abIOHAX.

Maurer’s Universal Statistical Test (yHiBepcanbHUI CTATUCTUYHUIL TECT) — TIOKA3yE
KiIBKIiCTh OiT Mi>K [IBOMA I1abI0HAMMU.

Linear Complexity Test (Tect niHiNHOI CK/IaQJHOCTI) — OLIHIOE HOBXWHY PeTiCTp
3CYBY 3 JIIHI/IHMM 3BOPOTHMM 3B A3KOM.

Serial Test (TecT Ha MEPIOANIHICTD) — MIAPAXYHOK YCiX MOXIMBUX IIEPETUHIB Il1a-
6JIOHIB 3aJaHOI JOBXXMHI Ha BXiJHiil IIOCIiZOBHOCTI OiTiB.

Approximate Entropy Test (Tect mpubmusHOCTI eHTpOIii) — HOPIBHIOE YaCTOTH
IIEPEKPUTTA ABYX IOCTIJOBHUX 6710KiB BXiJHOI TIOCTITOBHOCTI 3 YacTOTAMH Iepe-
KPUTTS aHAJIOTiYHMX O/IOKIB Y BUIIaJIKOBIIl TOCIiJOBHOCTI.

Cumulative Sum (Cusum) Test (TecT KyMyIATUBHUX CyM) — IepeBipKa Ha MaKcu-
MajIbHe BiIXM/ICHHS Bifj Hy/IsI KYMY/IATUBHUX CYM BXifHMX 111p MOCIiFOBHOCTI.

Random Excursions Test (TecT Ha JOBiNbHI BiIXMIEHHs) — HiAPaxyHOK KiTbKOCTi
LUKJIIB, 1[0 MAIOTh K 3aX07iB npyu JOBIIBHOMY 06XOfi KYMY/ISITUBHOI CYMI.

Random Excursions Variant Test (amprepHaTMBHMII T€CT Ha JIOBINbHI BiXMIeH-
H) — HiIpaxXyHOK BifIXVJIeHb BiJ OYiKyBaHOIO 4MC/Ia IIPY 3aXOfii B OBIIBHOMY 00-
XOfli KyMY/IATUBHOI CYMIL.

MoykHa 3afaTucs NUTAHHAM: YOMY iCHye Tak 6arato TecTiB? Ane BifmoBimb jo-
CHUTh MPOCTa — YCi TeHepaToOpy IICEBOBMUIATKOBUX UMCeT MAIOTh CBOI ClabKOCTI Ta
CIWIbHI CTOPOHU, AKi OAVH TeCT He MO>Ke HifAK OXOIMTH ab0 HaBiThb TOYHO CKa3aTy Ipo
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Te, HACKi/IbKV TapHUM € JJaHUI reHepaTop B3arani. Hanpukmiaf, B Hac € HOCTiTOBHICTh
yucen: 010101...010101, Aka ifeanbHO MpoiiJe YaCTOTHMII TECT, ajie IOBHICTIO
IpOBAIUTD cepiftHmit Tect [10].

FeHepaTopM IICEBIOBUIIATKOBUX YMCETT — TY>KE BAXK/IVIBA CK/IaZlOBA HAIIOI'O JKUTTA,

JgKa 3a3HAa€ aKTMBHOTO PO3BUTKY OCTaHHi IiBCcTOpiudsa. Ha Hel mokmajaroTbcs

kpunrorpadis, CTaTUCTUKA, NporpaMyBaHHA Ta Teopif irop. Tomy HeoOximHO

rapaHTyBaTH iCHyBaHHA HaJilfHUX JKepel BUIIA[IKOBUX YMUCEN, AKi 3MOXKYTb 3aJl0-
BOJILHATHU TTOTPeOU JIofeiL.

10.

11.

12.

13.

14.
15.
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PO3POBKA BEB-JOTATKY 3 ®YHKIIIIMU MECEH/)KEPA
TA IIPOTPAMHOTO 3ABE3IIEYEHHS /TSI YITPABJITHH S

ITPOEKTAMMU
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Y cydacHOMYy CBiT Bce 6inbuIol Baru
HabyBae mporpamHe 3abesredeHHs. Bin-
HOBiZHO i po3po6bKka nmporpaMHoro 3abes-
IeYeHHA BUJIMNMIACA B OKpeMy TIaysb
€KOHOMIKI NPOBiIHNMX Jiep>KaB cBiTy. ITo-
KasHUKM 1li€i Taaysi MaloTb IO3UTUBHY
nuHaMiKy. EKoHOMiYHI fjaHi Ipo po3Bu-
TOK KOMIIaHi}I Majoro Ta CEePefHbOrO
6i3Hecy B cdepi po3poOKYU IPOrpaMHOro
3abesnedeHHs B YKpaiHi miATBepIKyI0Th
e. locsarnenns ranysi IT 6arato B womy
3aBAYYIOTh HOBU3HI PUHKY PO3pOOKM
IIPOTPaMHOTO 3abe3medeHHsl.

AKTUBHUII PO3BUTOK ranysi po3po6-
KI IIPOTPAaMHOTO 3abe3MedeHHs MpU3BO-
IUTb 10 HAsIBHOCTI NEBHUX HEHOMiKiB,
Ha61/IbIII YaCTUMM i3 SIKUX €:

o HEOTPUMAHHSI PO3POOHUKAMU

wiaHiB i rpaikiB poobiT;
 II€PEBUIIEHHSA PO3MipiB BCTaHOBJIE-
HUX OIOJPKETHUX 0OMEXKEHD;

e HEJI0OCKOHAa/Ia poboTa CTBOPIOBAHO-
O NPOrpaMHOTO IPOAYKTY;

e HEBJA/JI0 OpraHi3OBaHUII MEHEMIX-
MEHT pO3pOOKM IpPOrpaMHOro 3a-
6esmevyenss [2].

Ha gymky aBropis [3] cnenudivnnmu

I ranmysi po3spoOKM Ha 3aMOBIIEHHS
IpPOrPaMHOro 3abe3IedeHHs, € TakKi Io-

MMJIKM: IIOMWIKMA B OLHILI TPyHZOMICT-
KOCTi 1 TepMiHiB BUKOHAaHHA POOIT, Bif-
CYyTHICTH 260 HENOBHOTA BUMOT 3aMOB-
HMKA, 3MiHa BYMOT Ha BCiX eTamax pos-
pOOKM, HeBUCOKA AKICTb PO3POOIEHOrO
HpPOAYKTY, BTpaTa KOMIIaHi€l0-po3pob-
HUKOM HAaKOINMYEHOI eKCIIePTU3U, IPO-
6memMu ypasiiHHSA PO3POOKOIO0.

OpHyM i3 IULIXIB PO3B’I3YBaHHS IIPO-
671eM TIOB’sI3aHIIX 3 YIIPAB/IIHHAM PO3pO6-
KOIO € BUKOPMCTaHHSA Pi3HOMaHIiTHUX cep-
BiCiB TacK- i TaliM-MEHEIKMEHTY, IJId
YIPAaB/IiHHA i IIAHYBaHHA NPOEKTIB, KO-
MaHHOI po6oTH, OOYAOBY OHMAH [ia-
rpam i T.o. [1]. Hanpuxiaz, nepiodeprosi
3aja4i TaKMX CepBiCiB: IIBMUIKO IPU3HA-
YaTy 3aBJAHHA BMKOHABLIAM, ITAHYBAaTU
CIIPMHTH, TPeKaTy BMKOHAHHA i CTaTycHy,
BigyamisyBaTy Ipouecu i Ainmmrucsa pe-
3y/IbTaTaM! 3 3aMOBHMKaMI.

ITpoBiBmIM OINAJ Cy4acHUX JKepern
MM CKJIa/IM LIi/INii CIIVICOK pPi3HOMAHITHUX
cepBiciB, AKi 6 MO3BOMMIM IIpaLOBaTU
HaJl IPOEKTaMI B KiZbKa pasiB edeKTnB-
Hime. IToBHMII ciMcoK cepBiciB (a ix 6ymo
6mm3pko 50) HaBoguTK He OymeMo, BKa-
>KEMO JIMIIe OCHOBHI 3 HUX:

Jira — IOTY>XHWII OH/IAH-CEPBIC, 10
[O3BOJIIE KOMAaHIaM-PO3POOHMKAM IIIa-
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PaspaboTka TYpHCTHUECKOTD caitTa

Pospobka Mpomo caiity

PucyHok 1. CTBOpeHHs KOpUCTyBauiB i NPOeKTIB

HyBaT! NPOEKTH, NMPU3HAYaTV BUKOHAB-
1[iB 3aBaHb, I/TAHYBAaTU CIPUHTH i 361-
patu 3aBHaHHS B O€KJIOL, BMCTaBIATH
npioputern i gepnmarnu. B minomy gysxe
TapHUII CepBic, ale BiH BUABUBCA 3aHAJ-
TO CKIagHMM i fmyxe 6ararodyHKIio-
Ha/JbHMM, HaIPUK/IaJ, Ma€ JJy>Ke BEIUKY
KiJIbKICTb Ha/AIUTYBaHb, Jy>Ke BAXKKO i
IOBTO JOBOAMTHCS B HUX PO36mMparucs,
YacTO BAXKKO IIPOCTO 3HANTH BifiNOBifb
Ha MUTAHHS, 1[0 I[iKaBUTb, TAKOXX HEMAE
MOXXIMBOCTI NPU3HAYEHHA KiZIbKOX BU-
KOHABIIiB JIJIs1 OTHOTO 3aBIaHHS
GanttPro - piarpama TanTa, mo po-
3BOJIS€ IVTAHYBATH 1 yIPaBIATH IPOEKTa-
MM OHJIAViH, Bi3yanisyBaTu IIPOLECH,
CTBOPIOBATY 3aBJIAaHHA 1 IpU3HA4YaTM IX
Y4aCHMKAM, BUCTAB/IATY JIe[IIAIHN 1 BifI-
COTOK 3aBeplleHHs OKpeMUX 3aBJjaHb i
IIPOEKTY B L[IJIOMY, JOaBaTy BiXu, Jilu-
TICSL cTBOpeHuM rpadikom [aHTa 3 Ko-

MaHZIOI0 i 3 KJTi€HTaMu 3 IIpaBOM Ilepe-
ITAy Ta eKCopTyBaru jioro. Cepes Mi-
HYCiB BUJIIIWIN BifICYTHICTD MOOITbHOL
Bepcil i MOOLIPHOTO JOHAaTKy, a TaKOX
BiJICyTHICTb KaCTOMi3yBaTy 3BiTH.

Basecamp - opuH 3 HailbinpuI morry-
JIIPHUX OHJIAMH-CEPBICIB [ CIi/IBHOL
po6oTH Haf MPOEKTaMH, 110 TO3BOJISE Mi-
JINTUCS JOKYMEHTAMI, BECTU OOrOBOPEH-
Hs1 3 KOMaHJIOM0, CTBOpioBaTy to-do nuctu
i logaBaTy KOMEHTapi 1O 3aB/laHb, BUCU-
7aTy i pUIMaTH eeKTPOHHY MomTy. Ane
Bi[ICYTHI MOXIMBOCTI i1 TaKTUYHOIO i
CTpATeriyHOro IIAHYBAaHH:A, HEMOXK/IMBO
OLIIHMTY NOBHY KapTHUHY II0 IIPOEKTY.

Trello - momynApHuUIt oHMalH-cepBic,
10 O3BOJIAA€ CUCTeMAaTU3yBaTy Balli 3a-
BIaHHs, to-do mucty, 0OroBOpeHHs Ta
imei Ha opHiit mommui. Cepeli OCHOBHUX
HEJOMIKiB BiICy THICTb MOXK/IMBOCTI CITi/I-
KyBaHHA.
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CnucokK 3anuTis

¥ Ha nepeeipui ¥ TectyeaHHs ¥ Bigkputo ¥ Ouikyeanus ¥ SpoBnexo

Hoswit sanmr

Hazea

Message

MpW 2MEHIEHHI pPOZMIRIE BIKHE
BUHVKAE NOMUAKA Y
BiAOBPaXEHH] HUXHEOTO MEHID
- BOHD EMXCAWTE 23 Mexi
BignoeigHoT obnacri

Send - 30.11.2019 17:24

MoTpBHO 40A3TW NepeeipKy
NPAEMAEHOCT] BESASHHA
ToBapis BiA BMPOGHUKIE 3 Ba3n
A3HWX HAWOTO NiANPUEMCTES
Send - 21.11.2019 6:52

Joaaty nosigomaeHHs

3MIHUTH CTaTYC

Biakputo

HaJAakiTe cnUcoK TOBapIB AKMIA
EW BEOANTE
Send - 30.11.2019 17:24

Y MeHe npu BBEACHHI BCe

7~ MPaLOE, YTOUHITE WO came He
Tak!
Send - 30.11.2019 17:25

Koaw eeoanw Tosapw yepes
v KHOMKY iMNOpT He BCi ToBapk

Ha nepesipui
TecTyBaHHA

OuikysaHHa
3pobrero

3aBAHTEXYHOTLCA. 3a3Buual
Aece 10 -20 ToBapie
BTpavawTeca iz 100
Send - 30.11.201917:27

PucyHok 2. Pobo4a obnacTb NpoekTy

Slack - web-cepBic A cTBOpeHHA
4aTiB 1 OKpeMMX I'PYI JJIA BefieHHA 00-
TOBOPeHb 3 KOMaHJOW, KIieHTamu abo
kopucrysauamu. Cepesi HelOMiKiB BUfi-
JIMMO TaKi: OCHOBHI 0COOMMBOCTI pO3KU-
JaHi i 3aXoBaHi B JpOI-JlayHaX, HEMae
MOXUIVBOCTI KacTOMi3yBaTu iHTepdelic,
Bi[ICYyTHS MOXX/IMBICTb BiJJK/IIOUUTU II0-
BiJOMJIEHHS.

BigMiTHMO Tako)X BaXIMBY 0cO6mM-
BiCTb, IJO /IS TTOTPeO SIKi OCTAIOTh Iepef
PO3pO6GHMKaMHU TMPOrpaMHOro 3abesre-
YeHH:, HeMae EIVHOTO CepBicy, HeoOXinHO
CYMIITYBaTy JEeKi/IbKA 3 HUX B 3aJIEXKHOCTI
Bifl TPM3HAYEHHA — MECEHJPKepH, yIpaB-
JHHS IPOEKTaMM, CIIMCKM 3aJa4 TOIIO.

CaMe TOMY MY BUPIIIM/IN CTBOPUTHU Cep-
Bic, KM 6U1 cyMilnyBaB QyHKLII MeceH-
JKepa Ta IporpaM yIpaBIiHHS IIPOEK-
TaMIL.

CrIpoeKTOBaHMIl cepBic Ma€ KIIi€HT-
CepBepHy apXiTeKTypy. B AkocTi cepse-
pa BucTynae Be6-cepep Nginx 3 Bcra-
HosneHoro CMS WordPress. [Ina 6as
maHux 3agigsno MySQL-cepsep. Kii-
eHTCThKa yacTuHa FrontEnd peanizoBa-
Ha 3acobamu ¢ppeitmBopky Angular. Jlo-
[ATOK Iepenbadae y4acTb TPbOX TUIIB
KOpUCTYBadiB: afMiHicTpaTopa (MeHe-
IKep TPOeKTiB, KepiBHMK), KIi€HTIB
(3aMOBHMKIB) 1 BUKOHABILIB (#M3aitHep,
PO3pOOHMK, TeCTyBanbHUK). JJocTyn 0
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aJMIiHICTPaTMBHOI YaCTMHM Mae JIMIIe
agMiHicTparop.

OcHoBHa 3ajjaua ajmiHicTpaTOpa
CTBOPEHHA KOPMCTYBayiB Ta IIPOEK-
TiB (puc. 1). Tako>x IIpy CTBOPEHHI HOBO-
ro abo Ipu pefaryBaHHi iCHyI040ro npo-
€KTY aIMiHiCTpaTOp BMUKA€E BUAMMICTD i
JOCTYII IO TIPOEKTY.

Po6oTa 3 Be6-0IaTKOM KIIi€HTIB i BI-
KOHABIiB PO3MOYMHAETbCA 3 aBTOPM3a-
1, IIiC/1A AKOI CTaHe JOCTYITHUM CIIMCOK
IIPOEKTiB Ha AKi ix mpusHaueHo. Ilicia
BUOOPY TIPOEKTY BiKPUETHCA BIKHO IO
MICTUTD ONNC NIPOEKTY, PiNnbTp 3amuTiB,
o6macTp 3anuTiB. B 06macTi 3anuTis, mo-
Ka3yITbCA iCHYIOUi 3aIUTH, BifIMIOBiTHO
o BBIMKHeHOro (ilbTpy Ta € MOXIIU-
BiCTb CTBOPUTH HOBMII 3alIUT. 30BHILIHI
BUITIAA, po6040i 06/1acTi IPOEKTy IOKa-
3aHO Ha PUCYHKY 2.

3anuTH CKIafalOTbCA 3 3ar0/OBKY
BUJI/ICHOTO HEBHUM KOJIBOPOM Ta 006-
ymacti mosimomneHb. KoskeH sammt Mae
JuHaMigHUI crtatyc. MoXnmBi craTycu
BUIA[al0YOMYy  CIIUCKY
(puc 2.). PoskpremMo 3Ha4eHHs CTATYCIB:
BiJKPMTO — HOBUI 3aIllUT; TECTYBAaHHA —

nokas3aHi B

BCTAHOB/IIOETHCS KJIIEHTOM KONAM BiH
TecTye 3pobieHy po6oTy; Ha IepeBi-
pli — BCTaHOB/IIOE BUKOHaBElb, IIPO Te
mo Tpeba MpoBeCcTy HepeBipKy; OUiKy-
BaHHA — AKIIO Bce NepeBipeHo, ajne Imo-
TpibHE HOOMpAI[IOBAHHS YU HATIPUKIAL
OYIKYeThCs OIUIaTa; 3pOOTIEHO — 3aINT
3aKpUTO, 3aBIaHHA BUKOHaHe. BcTaHOB-
JIEHHS CTATyCy 3allUTy BIUIVBAE Ha JIOTO

BiZoOpa’keHH: BilIIOBiHO /1O HaIALITY-
BaHb QinbpTpY.

Orxe, y pe3ynbTaTi JOCTi/IKEHHA Ipo-
BEJICHO OIVIAJ, Cy4aCHMX CePBiciB, A mifi-
BHUIL[eHHsI e(peKTUBHOCTI IIPOILeCy pos3-
pobKM
BcraHoBieHO, 10 HE Ma€ €IMHOTO CEpBi-

IPOrPaMHOro  3abesmedeHHs..

Cy, AKWIT MO)Ke 3aesIeduTy morpedu B

YIpPaB/IiHHI IPOEKTaMM 1 MeceHJKepa.

Tomy 6Oymo peanmisoBaHO yHiBepcaabHUI

KJTIEHT-CepBEPHMIT BeO-JOATOK SKMII 3a-

OesIeunB KOMYHIKAIiI0 MDK MeHemxKe-

POM, KITIEHTOM i pO3POOGHUKOM, TO3BOJVB

36epiratyt Bci 0OrOBOpEeHH: IOf0 IIPOeK-

Ty B ogHOMy Micui. Takox /10 Hoparky

IopmaHi feski QyHKIl yIpaBIiHHA IpOeK-

tamu. KoxkeH 3ammuT OKpiM 06rOBOpeHHs

MICTUTD CTaTyC, U0 NO3BOJIAE YIIPABIATI

3anuTamu 3a gornomoron ¢inprpis. Ilo-

JaIbl HOCiIKeHHA Oy Th CIpsMOBaHi

Ha BJIOCKOHAJIEHHS 3allUTiB, MOfaBaHHA

¢daiitiB Ko MoBifOM/IEHD, 3B’ 30K 3 iHIIN-

MI MECEHJIPKEPAMIL.
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Consider using the simplest idea to
solve a competition problem. It is easy to
see as a source of our mistake that the
simplest money-transferring operation
actually breaks down into several
operations, and there is always a chance of
interference between them of some other
flow. In this case, it is said that the original
operation is not atomic.

Now, when two threads are going to
execute the code of the critical section at
the same time, the one that started the
first one executes all of its code
completely before the second starts its
execution (the second thread will wait
until the first one completes the code of
the critical section).

Consider the properties that a critical
section should have.

- Mutual exclusion: A critical section
code can only execute one thread at a
time.

- Progress: If multiple threads are
simultaneously requested to log in to a
critical section, then one of them must be
logged in (they cannot all block each
other).

- Restrictions on Standby: The process
of trying to enter a critical section will
sooner or later be mandatory.

Only one process can be in a critical
area.

Active standby mutual exclusion:

- Interruption prohibition (CLI, STT,
non-masked interrupt running);

- Lock variables. If the processes are
the same, then they can cooperate. If
different, then we may have problems
called spin blocking (it all depends on
speed);

— Strict duty. To collaborate create a
method of strict alternation. Strict
rotation involves not only zero-to-zero
checks, but also checking for an additional
variable that determines whose queue;

— Peterson algorithm. Allows you to
set strict alternation for n-processes. Im-
plementation: If a process is in a critical
area, it blocks access to the critical area
and sets all other processes to a value —
may enter. When leaving the critical area,
the process sets values — they cannot en-
ter;

- TSL command. The essence of the
work is the following: read from a variable
value and enter it in the register, with the
variable set 1.

In all variants of implementation of
mutual exclusion, when expected, checks
are performed, which means that CPU
time is consumed. Therefore, this expec-
tation is called active.

Consider the work of processes. Gen-
eralizing the case of n processes requires
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n variables. However, there are only two
states of interest to us: either a particular
process is in its critical section or none is
present. Regardless of the number of pro-
cesses, in order to distinguish between
these two states, one variable is sufficient.
Let lock be a logical variable that indi-
cates whether a process is in a critical
section, ie lock == (in1 || in2). Using lock
instead of in1 and in2, you can implement
logon and logout protocols as follows:
# critical sections based on blocking
bool lock = false;
process CS1 {
while (true) {
await (! Lock) lock = true; #
input critical section;
lock = false; # Entrance non-
critical section;
}

}
process CS2 {
while (true) {
while (true) {
await (! Lock) lock =
true; # input critical section;
lock = false; # Entrance
non-critical section;

}
}

The advantage of the latter program is
that it can be used to solve a critical
section problem for any number of
processes. They will all share the lock
variable and execute the same protocols.
The use of variable lock instead of in1 and
in2 is very important, since almost all
machines, especially multiprocessors,
have special instructions for performing

conditional indivisible actions. Here is an
instruction called «test and set — TS», as
an argument gets a lock variable and
returns a boolean value. In indivisible
action, the TS statement reads and stores
the value of the variable lock, sets it to
true, and then returns the stored previous
value of the lock variable. The result of the
TS instruction is described by the
following function:

bool TS (bool lock) {

bool initial = lock; # save the
original value

lock = true; # set the lock

return initial; # return the origi-
nal value

}

Using the TS instruction, it is possible
to implement a large module version of
the program for the critical section prob-
lem. Conditional indivisible actions are
replaced by cycles. The cycles do not end
until the lock variable becomes false, that
is, the TS statement returns false. The fol-
lowing solution works for any number of
processes.

Using a blocking variable is usually
called a spin lock because the process
continually repeats the cycle while wait-
ing for the lock to be unlocked.

# Critical «check-install» sections

bool lock = false; # collective variable

process CS [i =1ton] {

while (true) {

while (TS (lock)) skip; # login
protocol critical section;

lock = false; # exit log non-
critical section;

}
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Mutual exclusion is ensured: if several
processes attempt to enter the critical
section, only one of them will first change
the value of, therefore, only one of the
processes successfully completes its input
protocol and enters the critical section.
The lack of interlocking implies that if
both processes are in their input protocols,
then the lock is false, and therefore, one of
the processes will enter its critical section.
Unwanted delays do not occur because, if
both processes go beyond their critical
sections, the lock is false and, therefore,
one of the processes can successfully enter
the critical section if the other executes a
non-critical section or is completed.

On the other hand, the performance
of the sign-in property is not guaranteed.
If a strong planning strategy is used in a
strong sense, then the process attempts to
enter the critical section will succeed,
since the lock variable will often end up
being «false». In the weakest sense of the
most commonly used scheduling strategy,
the process may become permanently

stuck in the log. However, this can only
happen if other processes consistently
enter their critical sections, which in
practice should not be. Therefore, this
high-resolution solution satisfies the
condition of a fair planning strategy.
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In this thesis consider the problem of
automation unit testing using the JUnit
framework. Before proceeding to the JU-
nit framework and test-driven develop-
ment it is important to consider concepts
like testing, automation and unit testing.
Testing is a significant part of the system
development life cycle. It ensures that al-
most all of the bugs are found and elimi-
nated, and that the product meets the ex-
pected requirements. Nevertheless, some
test are too labour-consuming when per-
form them manually even though they are
seem easy enough. In such cases, auto-
mated testing comes to the rescue. Auto-
mated testing is a technique in which a
tester writes test scripts and uses the ap-
propriate software to run and monitor the
execution of test suites. The purpose of an
automation is to iron out defects and
problems with software, development
process and with business by increasing
the testing efficiency.

Automated testing has many advan-
tages. First of all, automation testing can
be done remotely and in any time of the
day. The tester can run test scripts before
leaving the office and get results of the
testing at the morning when come back.
Therefore, automation saves a lot of
time. Also there are no need in a big QA
team for automation. It is enough just

have one or couple experienced automa-
tion engineers that will write all test and
then run them. This saves money on hu-
man resources. Moreover, the automa-
tion test can be run on hundreds of de-
vices simultaneously what is impossible
to do manually.

Automation is also applicable when
talking about unit testing. It is possible to
carry out unit testing manually but is in
most cases automated. Unit testing is
aimed to check if the separate module of a
software works properly. The developer
writes and executes the unit tests.

It is also important to understand that
the unit is any isolated part of the code
like a class, function, interface, procedure
etc. which behavior can be checked apart
other modules of the project. Unit test can
be also considered as a project functional-
ity documentation. Other developers that
do not know the specific of the project
can read unit tests to understand how the
system works A unit test can be consid-
ered good if created using the principles
of easing of writing, readability, reliability
and it should not be like an integration
test. The question often arises of what is
the difference between unit and integra-
tion testing. Unlike unit testing, when
doing the integration testing, tester con-
siders the different parts of software as a
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one group and tests if these modules work
correctly together.

Unit testing is a part of the test-driven
software development process. TDD as-
sumes that the developer first creates nega-
tive unit tests and then writes code in order
to fix the application until the test passes.
The main idea of failing tests is to force the
developers to take into account all possible
errors, inputs and outputs. Test-driven de-
velopment implies that a unit test is able to
run fast, run separately and use live data.
Therefore, unit tests should be narrowly
focused and should not check many differ-
ent things at once [1].

A unit test usually includes three stag-
es. These stages are also called AAA pat-
tern that means Arrange, Act and Assert.
The unit test is successful if the actual re-
sult in all three phases corresponds to the
expected result. Unit tests written using
the AAA syntax will help to determine
exactly where to look for errors when
testing fails.

The AAA pattern organizes and clari-
fies test code by dividing it into the fol-
lowing functional segments:

o the Arrange part initializes objects
and specifies the value of the data
that is transferred to the test case.
E.g. create an empty cart;

o the Act part calls a test case with
ordered parameters. E.g. Add a
product to the shopping cart;

o the Assert part checks that the test
case returns the expected result. E.g.
the quantity of the products in the
cart in increased by one.

Often, developers use JUnit to create

unit tests. JUnit is combination of Java

and Unit words. Therefore, JUnit is a
framework for creating and running unit
tests. In addition, it is a member of the
xUnit. The main idea of JUnit is set up
the test kits for a segment of code that
firstly should be tested and only then
fulfilled. This makes the program code
more stable, as well as the efficiency of
the developer, while reducing the debug-
ging time. JUnit is a perfect open source
early bug finder, which is best for TDD
environment.

It is not hard to integrate JUnit frame-
work with different integrated develop-
ment environments and build systems. It
is installed by default in such common
IDEs as Eclipse or Intelli]. For build sys-
tems like Gradle or Maven the installation
of JUnit is performed via build.gradle or
pom.xml.

JUnit consists of assertions and anno-
tations that are build in the code while
testing. Assertions are methods that pro-
vides the conditions of assertions in tests.
Annotation is an indicator that shows the
compiler what to do with the code that
goes after this annotation. JUnit annota-
tions are very simple and at the same time
important when writing Junits. With a
help of annotations JUnit understand
what to do with the processing part of
code.

The most common annotations are @
Before, @Test, @After, @BeforeClass and
@AfterClass. “Before” annotation is used
to execute code before every test. It is
used to initialize methods before running
the test. “Test” annotation includes the
code for the initial test. It is ruined after
the “Before” code has been processed.
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“After” annotation indicates the code runs
after the testing code has been carried
out. This helps to destroy the variables
and clean the memory. The “BeforeClass”
annotation is static. It runs only once and
points out the code runs before running
all tests. The “AfterClass”
specifies that the code located under this
annotation is performed after all the tests
have been already executed [2].

JUnit includes such significant fea-
tures as Fixtures, Test suites, Test runners
and JUnit classes. Fixture is a fixed objects
state that can be used as basis for execut-
ing tests. The test fixture goal is to guar-
antee that there is familiar and stable en-
vironment that allows running tests in a
way that returns the same results. It con-
tains setUp method that carries out before
each test call and teardown method that

annotation

starts after each test method. A test suite
combines several test cases to execute
them together. Developer can use “Run-
With” and “Suite” annotations to perform
the test suite. Test runner executes the test
cases. JUnit classes are essential classes
that programmer uses for writing and
checking JUnits. For example, class Assert
that keeps a kit of assert methods, class
TestResult which contains methods for
collecting the results of executed test cas-
es and class TestCase that sets a fixture.
The usual flow of using the JUnit in-
cludes the creating a java test class, adding
a test method to the test class, adding the
appropriate annotations, implementing
the test condition, creating a TestRunner
java class, executing the test case. After all
these steps the failures and success results
are returned. The next steps are compiling

the Test case and Test Runner classes with
javac, running the Test Runner, which
executes the test case, described in the
Test Case class and the final point is veri-
tying the output. There are three ways to
run JUnits: directly from the command
line, from the IDE and with a help of
build systems. It is recommended to keep
unit tests is a separate project or source
folder from the project code [3].

Thus, there is a list of the main but not
all advantages of JUnit framework. First is
that it is included almost in all integrated
development environments and build au-
tomation tools, so there is no need to
spend time on the additional setup. JUnit
is not overloaded with excessive function-
ality and provides easy in use features for
creating and editing the test cases. It ena-
bles to write test cases on development
stage that gives the possibility to test and
detect issues early. Moreover, JUnit with
its automated repeatable test cases helps
to ensure that the software still works cor-
rectly each time the changes are deployed
to the code. In sum, JUnit, thanks to its
ease of use and flexibility, is the most pre-
ferred unit testing framework if the pro-
ject has been written in Java program-
ming language using test-driven software
development process principles.
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OpenMP (Open Multi-Processing) is
a set of compiler directives, library proce-
dures, and environment variables that are
designed to program multi-threaded ap-
plications on multi-processor systems
with shared memory (SMP systems).

OpenMP can be thought of as a high-
level add-on for Pthreads (or similar
thread libraries). We list the advantages
that OpenMP gives the developer. With
the idea of “incremental parallelization,”
OpenMP is ideal for developers who want
quickly parallelize their computing pro-
grams with large parallel loops. The de-
veloper does not create a new parallel
program, but simply sequentially adds
OpenMP directives to the program text.
At the same time, OpenMP is a fairly flex-
ible mechanism that provides the devel-
oper with great control over the behavior
of the application. It is assumed that the
OpenMP-program on a single-processor
platform can be used as a serial program,
that is, there is no need to support serial
and parallel versions. OpenMP directives
are simply ignored by the serial compiler,
and stubs can be substituted for calling
OpenMP procedures, the text of which is
given in the specifications. One of the
advantages of OpenMP, its developers

consider the support of the so-called “or-
phan” (torn off) directives, that is, the
synchronization and work distribution
directives may not directly enter the lexi-
cal context of the parallel domain.

An OpenMP application starts with a
single thread - the main one. The applica-
tion may contain parallel regions, entering
which the main thread creates groups of
threads (including the main thread). At the
end of the parallel region, the thread
groups stop and the execution of the main
thread continues. Other parallel regions
can be nested in a parallel region, in which
each stream of the initial region becomes
the main one for its group of flows. Nested
regions may in turn include regions of a
deeper nesting level. The parallel process-
ing in OpenMP is illustrated in the picture
1. The leftmost arrow represents the main
thread that runs alone until it reaches the
first parallel region at point 1. At this point,
the main thread creates a group of threads,
and now they all run simultaneously in the
parallel region.

At point 2, three of these four flows,
reaching a nested parallel region, create
new groups of flows. The original main
and flows that created new groups be-
come the owners of their groups (main
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“OpenMP parallel sections” Picture 1

in these groups). Also, threads can create
new groups at different times or not
meet a nested parallel region at all. At
point 3, the nested parallel region ends.
Each thread of a nested parallel region
synchronizes its state with other flows in
this region, but synchronization of dif-
ferent regions between themselves is not

performed. At point 4, the first parallel
region ends, and at point 5, a new one
begins. The local data of each stream
between the parallel regions is saved.

These are the basics of the OpenMP
runtime model. Based on the foregoing,
we can conclude that OpenMP is a
mechanism for writing parallel programs
for systems with shared memory, which
consists of a set of compiler directives
and library functions and makes it easy
to create multi-threaded applications in
C/C++.

List of references:

1. Levin, MP. Parallel programming using
OpenMP / M.P. Levin. - M.: Internet Uni-
versity of Information Technology, Binom.
Laboratory of Knowledge, 2008.

2. Barbara, Chapman Using OpenMP - Port-
able Shared Memory Parallel Program-
ming / Barbara Chapman. - Moscow:
World, 2007.

3. Antonov, A. S. Parallel programming tech-
nologies MPI and OpenMP / A. S. An-
tonov. - Moscow: St. Petersburg. [et al.]:
Peter, 2012.

27



MONOGRAFIA POKONFERENCY]JNA

RX]JS LIBRARY USAGE FOR REACTIVE PROGRAMMING IN

JAVASCRIPT

Mylokhin D.O.

Bachelor’s Degree student Kharkiv National University of Radio Electronics

Keywords: Rx]S, reactive programming, observer, observable, operator, subject,

asynchrony.

In this thesis consider the problem of
using the RxJS library for reactive pro-
gramming. First need to understand what
reactive programming is. Reactive pro-
gramming - programming with asyn-
chronous data streams. It is necessary in
order to model any subject area with the
help of reactions and calculations. Differ-
ent data models can be used for this. Re-
actively programmer can bind properties
of objects, table cells, structures such as
trees, graphs, etc. The main idea is that
changes can be automatically propagated
through the data flow.

Reactivity is needed when it comes to
huge amounts of data, as well as multi-user
mode. In this case, there is a need for asyn-
chronous processing to make the system
responsive and fast. Asynchrony can be-
come very problematic and make it diffi-
cult to understand and maintain code, and
reactive programming, in turn, simplifies
working with asynchronous threads.

Reactive programming has many ad-
vantages and here is a short list of them:

o helps avoid callback issues;

+ makes code cleaner and more read-

able;

o helps to easily compose data streams;

o provides many operators that sim-

plify the work;

» makes threading very easy;

o simplifies realization of back pres-

sure.

No matter which library and language
will be used for reactive programming, in
any case it will be based on the Observer
Design Pattern. This pattern allows com-
ponents of an application to react to cer-
tain incoming events or streams of data
efficiently. This is also known as callback-
based or event-driven code. Thus, the
sense of the Observer pattern is that the
functions are triggered in response to in-
coming data.

There are few things that should be
known when talking about Observer De-
sign Pattern. First, is that the «listening»
to the stream is called subscribing. Sec-
ond, the functions we are defining are
observers. And the last but not least, the
stream is a sequence of ongoing events
ordered in time and it represents the sub-
ject being observed.

Web applications today are event-
driven. This means that they respond to
external services and data sources. Reac-
tiveX, also known as Reactive Extensions,
helps to work with this. This library is
implemented in many languages. But the
most common is the implementation of
Javascript — RxJS. RxJS is one of the most
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popular libraries in web development to-
day as it can be used in both server and
client applications.

RxJs includes three key points: Ob-
servable, Observer and Schedulers.

Observables are data streams. They
can be considered as a provider that pro-
cesses and gives data to other compo-
nents. It packs data that then can be
transferred from one stream to another.
Observable usually emits the data peri-
odically or only once in its life cycle based
on the configurations. This concept is
useful to determine when the Observ-
ables should start emitting items. Cold
Observable will only start emitting items
once it has a subscriber. It is a good ap-
proach when previous items are no longer
necessary to process. Hot Observables
will start emitting items even if no ob-
servers have subscribed to it, this allows
observers to enter into a stream as they
subscribe and be able to gain previously
emitted items.

Observers receive the data emitted by
the observable by subscribing to it with the
help of subscribeOn(). All registered ob-
servers receive the data each time the ob-
servable emits them. If observable throws
an error, the observer will receive it in on-
Error() event. In addition, various opera-
tors help observer to give out some specific
data based on particular events [2].

Schedulers are the component of Rx. It
tells observable and observers, on which
thread they should run and observe ac-
cordingly.

Talking about RxJS it is not possible
not to mention operators. Around one
hundred and twenty operators can be

found in RxJS. and comprehensive docu-
mentation on how to use them when
programming reactively. An operator is a
function that carries out a certain action.
When working with RxJS developer may
notice some familiar functions that per-
sist in JavaScript. Examples of these func-
tions can be filtering, sorting, counting
and searching. They have the same idea
and concept but the code is different.
Such functions take a value, perform
some actions with it, and then return it.
The returned value can be an array, an
object or anything that passed.

Often it is needed to execute several
operations with the data set. Instead of
creating all these functions and locate
them in the application, there is one con-
venient style of its implementation.

Operator is not something that neces-
sarily should be used. However, there are
cases when operator can help to simplify
the task. When need to display a list of
records according to a specific criterion
for example.

As it has been already mentioned
above, there is a big number of operators
in RxJS. Nevertheless, it is not complicat-
ed to find the necessary one. Almost all
operators have names that describe what
it does.

It is not required to know all of them.
In practice, there are four or five common
operators help to realize most of the goals.
The rest can be found in the RxJS library
API page that contains all of them.

Finally yet importantly, what should
be mentioned in RxJS is Subjects. It is
possible to subscribe multiple Observers
to Subjects and at the same time can use
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Subjects as and Observable themselves.
Subjects are a mix of Observable and Ob-
server because they inherit characteristics
of both. Subjects are kind of intermediar-
ies that facilitates communication be-
tween Observables and Observers. Thus,
Subjects well suited for cases when need
to implement a flexible solution using a
mix of Observables and operators [1].

There are four types of Subjects in
Rx]JS. First is a standard Subject. It has no
initial value and no replay behavior. Sec-
ond is BehaviorSubject. A Behaviour Sub-
ject gives off the most recent emanated
item to any new subscribers, before send-
ing out any following items that are send
forth. Third ReplaySubject emits all early
source Observable outputs to new sub-
scribers, and also transfer newly emanat-
ed items to them. The last fourth Async-
Subject. It only emits the latest value to all
its Observers when it finishes.

In conclusion, reactive programming
helps when it comes to certain types of
high-load or multi-user applications with

real-time data streaming such as games,
social networks, audio apps and etc.

But do not use reactive programming
when there is no live large amount of data
and users that will interact with these data
at the same time.

Reactive programming has become
widespread as the Internet has grown into
a huge system of dynamic event-driven
applications.

The tools used to develop web applica-
tions now allow applications to easily re-
spond to events in real time, without
knowing anything about the service from
which they are received. RxJS is the main
object of this revolution.

Remember, it is not hard to learn how
to code reactively. The most difficult part
is learn how to think reactively.
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The mentioned system “Web portal
for interaction of different categories of
participants in the educational process”
will allow person, who will search infor-
mation about an educational institution,
to find information about certain educa-
tional institutions and activities that take
place there. These persons may be stu-
dents or entrants. Universities and schools
serve as educational institutions. In the
future, all interested institutions may be
involved.

This program will be an alternative to
existing systems for announcing impor-
tant events in educational institutions.
The drawbacks of competitors will be
considered when the system will be de-
veloping. There are some issues that
were found. Most official sites do not
conveniently display information about
the institution they represent [1]. In ad-
dition, many of them do not have easy
access to information about events that
will take place at the university [2]. At
least two third-party sites should be used
to find information about activities that
students visit at these institutions, and
they do not always display accurate in-
formation [3]. This process is difficult
for users.

Keywords: web-portal, students, education, entrants, educational
institution, announcement.

The event information will help peo-
ple who are not part of this institution to
get an idea of the institution. And with
their help it will be possible to draw con-
clusions about the activity of students in
educational institutions.

This project will allow people to sim-
plify the search for information about
educational institutions and activities
conducted in these institutions using spe-
cial form for this project called as “an-
nouncements” quickly and efficiently. In-
formation can be provided by both stu-
dents and the administration of these in-
stitutions. In the first case, the information
will be presented as announcement of an
event that was visited or planned to be
attended by students or students of the
institution. In case of administration, the
information may also be represented as
announcement or be placed on the infor-
mation page of the institution, faculty or
specialty page.

The web portal implements its own
algorithm for adding announcements.
The announcement display depends on
the category selected. There are two cate-
gories in total: private and public. In case
of selecting a private category, the an-
nouncement will be available only within
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this group. A public announcement will
be available in generally accessible catego-
ries (for example, “specialty”, “faculty”,
“university”). Announcements will be
ranked by date added. For a fee, the au-
thor can place the announcement in the
area of “hot” announcements (those that
appear above the rest) of the selected cat-
egory.

Each announcement is equipped with
a “+” button. Pressing this button user
will increase the rating of interest in this
event. Thanks to this rating, it will be
possible to find out more information
about the interest of users in certain
events. In addition, the information ob-
tained will help to analyze and to iden-
tify the main priorities the actions of
entrants in time of choosing an educa-
tional institution. This information will
allow universities to improve their ad-
mission campaigns in the years to come
and to get those students who are most
likely to study in certain specialties. Also,
web portal will provide some addition
information such as:

— the most active students;

- specialties that are very popular with
students;

- Universities with the highest in-
volvement in various activities.

For stable operation, the web portal
must support following functions:

- registration of new users and grant-
ing them certain rights;

- viewing and editing personal infor-
mation;

- removing users from the system if
necessary;

— user authorization;

- registration of a new educational
institution;

- viewing information about educa-
tional institutions registered in the sys-
tem;

- changing information about the ed-
ucational institution;

- removing information about the ed-
ucational institution if necessary;

- adding information about new
events as ads

- reviewing announcements about ac-
tivities organized by the administration of
the institution;

- review announcements for activities
that students visit;

- changing the status of your ads if the
event has already taken place;

- sorting the information using spe-
cial filters and viewing universities’ stu-
dents activity rating.

To implement the functionality of the
application, the JavaScript programming
language and Express framework, Node]S
technology must be used.

As a result of this work, the require-
ments for a future web portal were identi-
fied. Web portal will be developed for the
interaction of different categories of par-
ticipants in the educational process,
which allows the administration of the
educational institution to add informa-
tion about the educational institution,
and also allows students to add informa-
tion about the activities. The information
that will be given allow universities to
improve their admission campaigns in the
years to come and to get those students
who are most likely to study in certain
specialties.
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Beryn

Ha cporopnimniit genp umudposi Ka-
Ha/IM 3B’A3KY BifirpaloTh Ba)XXIMBY PONb
B JKUTTI JIIOOVHN: 3B’ A30K 3 KJII€HTaMI,
KOMyHIKanii MDK cniBpobiTHMKaMH,
OHJIAVIH-OaHKIHT TOIIO. Benuka KinbKicTh
inpopmanii 3 0OMexeHUM JOCTYIIOM Iie-
PEHOCUTDCS, 30epiraeTbcs i 06poO6IETD-
cs1 B iHboOpMaLiiHUX cucTeMax. AyTeH-
Tudikamisa € BaxIMBUM (aKTOpPOM, Bif
SIKOTO HAIIPSIMY 3a/IeXUTh PiBeHb Oesrre-
k1 KoHQineHniiHoi indopmanii. OpHiero
3 0ararbOX 3arpo3 IpM BMKOPUCTaHHI
crmabkol ayreHTH(iKanii € MacoBuil 3710M
00/IiKOBMX 3aMNCIB KOPUCTYBadiB, IO
HOpUSBOAUTD [0 BMKpajeHHsA abo 3HHU-
I[eHHsT KOHITEeHIITHIX TaHNX.

CydJacHa I0fMHA aKTUBHO KOPUCTY-
€TbCA Mepexkelo IHTepHeT i MoXKe MaTu
JeCATKI, a TO i COTHI OOIIKOBUX 3aIuCiB
IJ1A JOCTYIY Ha Ti unm inmi pecypcu. Ilpa-
LIOI0YM 3 COTHAMM aKayHTIB i lecATKaMm
«IK/TI0YeHNX» MOOITBHUX IPUCTPOIB,
KOXXEeH KOPUCTyBad oTpebye HafiiltHOTO,
3pY4HOro Ta KOMQOPTHOro crnocody ay-
tenTudikanii. [Ina saxucry inpopmanii 3
06MeXXeHIM JJOCTYTIOM Bijj HeCaHKIIiOHO-
BAHOT'O JIOCTYINy Ta YHMKHEHHS MOX/IU-

BUX 3arpo3 HeoOXiTHO KOMIUIEKCHO IIifi-
XOAUTK JO aHAJ3y MeTOAiB ayTeHTui-
Kalrii.

OcHoBHa YacTuHa

Inentndikanis (anr. identification) —
Ipouenypa posNisHaBaHHA KOPUCTyBada
3a 1toro igentudikaropom (iM’sm). s
(yHKIIiS BUKOHYETDHCH, KO KOPUCTYBaY
pobuth cnpoby ysiiitu B Mepexy. Ko-
pUCTYBa4 MOBijoM/IA€ CUCTeMi 3a 11 3a-
IUTOM CBill ifeHTHdikarop i crucrema
mepeBipsie B CBOill 6asi jaHMX Jioro Ha-
SIBHICTb.

Ayrentudikanis (anrm. authentica-
tion) — mpolenypa mepeBipKy ayTeHTHY-
HOCTi 3aBJIEHOTO KOPUCTYBay4a, IPOLeCy
ab6o mpucrtporo. 1ls nepesipka KosBorse
JOCTOBIpHO IEPEKOHATHUCH, 110 KOPUCTY-
Bau (mpotec abo MpuUCTpiit) € came TUM,
kum cebe oronourye. IIpu mposemeHHi
ayreHTudikanii mepeipsioya cTOpoHa
IIEPEKOHYETHCA B IOCTOBIPHOCTI TOI CTO-
POHM, L0 TepeBipAETbCA, IPU IIbOMY Ta
CTOPOHa, IO IepeBipsAETbCA, TAKOXK aK-
TUBHO bGepe y4acTh B mporeci 06MiHy iH-
dbopmaniero. 3a3Buyail KOpUCTyBad Mif-
TBEePPKYE CBOIO ileHTUdiKalliI0, BBOAAUM
B CUCTEMY YHIKa/JIbHY, HEBiJOMY iHIINM
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KopuctyBadaM iHdopmalio mpo cebe
(manpukmag, mapomb abo ceprudikar).
MMicns igentndikanii Ta ayTenTndikamii
cyb’ekTa BMKOHYETBCA JIOrO aBTOPM3a-
is.

Asropusanis (anrr. authorization) —
mpoleaypa HaJaHHA Cy6’€KTy NeBHUX
IIOBHOBA)KEHD 1 pecypciB B JjaHill cucTe-
Mi. [HIMMYM c1oBaMuy, aBTOpM3aLlisg BCTa-
HoBMI0€e cepy J1oro Ail i focTymHi tomy
pecypcu.

ApminicTpyBaHHA (aHII. account-
ing) - peectpauisf fii KopucryBada B
Mepexi, BKIKYaK4M 10ro cupobu po-
cTymy fo pecypcis[1].

Ina xopextHol ayreHTHdikanii ko-
pucTyBada HeoOXifHO, 06 KOpUCTYBa4
mpey ABMB ayTeHTUUKaLiiHy iHpopma-
ifo — yHiKanpHy iHpOpMaliio, KO BO-
JIOfii€ TiIbKYM KOPUCTYBAY.

BupinAmoTh Tpy OCHOBHI TUIIM ayTeH-
tudikauiiinoi inpopmarnii:

1. KoprucTyBad, SIKOTO IepeBipATh,
3Ha€ AKYCh yHiKanbHY iHdopMalito.

[Tpuknap: naponbHa ayTeHTHdIKALis.

2. KopuctyBau mae mpeameT 3 YyHi-
KaJIbHUMM XapaKTepUCcTuKamu abo BMic-
TOM.

IMpuknang: cmaprt-xapra, USB-Token
TOIIO.

3. Ayrentudikaniiina inpopmanisa €
HeBiJl €MHOI0 YaCTMHOI0 KOPMCTYBava.

[Tpuxnag: BinbuToK manpls abo iHmri
Bupn ayreHtudikanili xopucrysada 3a
itoro 6iomeTpuYHMMY O3HaKaMMu[2].

ITpouenypa ayreHTudikarii BUKOHY-
€TbCA B [IBA TIOCTIJOBHUX €TaIIN:

1. V xopucryBada 6epeTbcsi eTalIOH-
HUIT 3pasok ayTeHTugikamiiHol iHdop-
Maljii, HallpuK/IaJl, IPOIIOHYEThCA BBECTU

mapornb (ab60 maHMil 3pasoK reHepyeThCst
BUITaJKOBYMM YJMHOM i ITOTiM 3aNCy€EThCA
Ha CMapT-KapTy KopucryBadya). amnmit
3pa3ok 30epiraeTbcs y Cy6 eKTa CucTeMI,
KOTpMil IlepeBipsie ayTeHTH]iKaljilo —
Mopyns ayTeHTu¢ikamnii (HampuKIaz,
cepBepa, AKNI BUKOHYE ayTeHTU}iKaIrio
kopucrysauiB). Cpok fil eTaony obMe-
JKEHWIT, TOMY II0 3aBeplIeHHI HeoOXiTHO
IOBTOPHO HAJiaTy 3PasoK ayTeHTudika-
uirtaol indopmarii.

2. KoxxeH pas mpu BMKOHaHHI ayTeH-
tudikanil y KopucTyBaua 3alUTYETbCA
ayrentudikaniina indpopmaris, Aka mo-
piBHIOETbCA 3 eTanoHoM. Ha ocHOBi fa-
HOTO TIOpPiBHAHHS POOUTHCS BUCHOBOK
PO CIpPaBXHICTh KopucTyBada[l].

Tabmuus BigmoBimHOCTI imeHTUM(diKA-
TOPIB i €TaJIOHHNX 3pPasKiB 30epiraeTbcst
B Mopyii ayreHTudikanii. Etamon moxe
36epiraTics sK B IBHOMY BUIJIAJ, TaK i B
AKOCTi pe3ynbTaTy AesKOro NepeTBOPEH-
Hs oTpuMaHoi iHdopmauii. Hanpuknag,
IIpY peecTpallii KOpUCTyBaYya B CUCTeMI 3
6iomerpudnoi ayreHTr¢iKamil mcms 3a-
IUTYy BifOMTKa IIajblAd BUKOHYETHCA
JI0TO 3ropTKa B KOJIOBE 3HAYEHH:A, LIO
3a7IeKNUTD BiJl OCHOBHMX IIapaMeTpiB Biji-
OuTKa manmbliA. 3rOfoM, Ipu ayTeHTudi-
Kallil KOpUCTyBa4ya BMKOHYETHCA aHAO-
riyuHe IepeTBOPEHHS, PE3y/IbTaT SAKOTrO
MOPiBHIOETbCA 3 KOJOBUM 3HAYEHHAM.
36epiranHa BimbutKa (eTanoHy) 6esmo-
CepelHbO Yy BUIIAM 300paXKeHHA BUMa-
rajso 6 3Ha4HO Oi/bLIMX 0OCATIB TaM ATi,
a TAKOXX YCK/IA{HIIO 6 TIOPIBHSHHS 3pas-
KiB Ta 306UIbIIMIIO Yac ayTeHTudiKaril.

Ayrentndikaniiina indopmanis He
HOBVHHA 30epiraTncs y BifKpuTOMy BM-
DAL 13 MipKyBaHb Oesmeky — Hampu-
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KJIaJl, eTaJIOHHI 3pasKu mapoiis 30epira-
I0TbCsI B MOAyIi ayTeHTudikanii abo B
3amndpoBaHOMY BUILAA a60 y BUITIAAL
Xelll-3Ha4eHb.

AyrenTtndikanisz Moxxe OyTH AK OHO-
CTOPOHHDBOIO (cepBep IiepeBipse KOpuC-
TyBaya Ha IpeJMeT IMOJa/JbIIoro HajaH-
Hs JOCTyIy ab0 Bi[MOBU B HBOMY), TaK i
B3a€MHOI0 (B3a€MHa IlepeBipKa HOCTO-
BipHOCTI y4acHuUKiB iHpopmanitHOro 06-
MiHY).

JIns MigBUIEHHA CTiKOCTi ayTeHTH-
¢ikanii (3amobiraHHA MOXXIMBOCTI ay-
TeHTU}IKYBATICA Tif IY>KNM iM' M) dac-
TO BUKOPMCTOBYIOTH Ki/IbKa METOJIIB ay-
teHTudiKkanii opHouacHo. Hampuxmap,
OJIHOYAaCHe BMKOPUCTaHHA CMapT-KapTu
ta PIN-kopy (mapomp mjis HOCTYIy HO
indopmauii, o 36epiraeTbcs Ha cMapT-
KapTi); OfHOYaCHe BUKOPMCTAHHS I1apo-
51 Ta BigbuTKa masnbls. AyTentudikanis
Ha OCHOBI OJIHOYACHOTO IIpeJ sIBJICHHS]
ayTenTudikaniiuoi indpopmanii 1Box Bu-
IiB Ha3MBa€eThCs ABOdakTopHOW0. TPHOX-
(daxTopHa ayTeHTH(]iKallid BU3HAYAETD-
€ QHAJIOT{YHMM YMHOM.

IMTaponbHa ayTentudikauis. Ha cpo-
TOfiHi IIapojIbHA ayTeHTM(I)iKauiH € Haill-
OUIBLI ITONIMPEHOI 3aBIAKU IPOCTOTI
BUKOpMCTaHHA. [IpoTe BoHa Mae CyTTEBi
HeIOMiKI:

Ha BigMminy Bix BumagkoBo chopmo-
BaHMX KpunrorpadiuHmx Kio4iB (ki
MOXKe MICTUTH YHIiKa/JIbHUI IpefMerT),
I1apojii KOPUCTyBada JOCUTD JIETKO Iifji-
Opatn uepe3 Hepmbasme cTaBleHHs Oinb-
IIOCTi KOPMCTYBa4iB /10 (POpPMyBaHHA
naporst. Hepinko kopuctyBadi 061paoTh
JIerKo nepenbadyBaHi Hapori, a came: im's1
KOpucTyBada abo iM’si KOpUCTyBada, 3a-

I/ICaHe B 3BOPOTHOMY MOPAJIKY; KOPOTKi
naporti, AKi 371aMyITbCA Iepe6opoM Bcix
MO>K/IMBUX BapiaHTiB;

IcHyroTH BiIBHO JOCTYIHI Iporpammu
nigbopy maponis;

ITaponb Moxe OyTI OTpUMaHMIT IUIA-
XOM 3aCTOCYBaHHSA HAaCM/IbCTBA /IO BJIac-
HIKa;

[Taponp Mo>xHa migrnenitu abo mepe-
XONUTY IIpY BBefeHHi[1].

AyTtenTtudikauis 3a JOIOMOroOK0 YHi-
KaJIbHOTO IIpefMeTa. AyTeHTM(biKaui;I 3a
JOIIOMOTOI0 YHiKa/JIbHOTO HpefMeTa 3a-
6esmeyye OibLI HafilHMII 3aXMCT, HDK
IaponbHa ayTeHTuiKalis.

ITpepmern, 10 BMKOPUCTOBYIOTHCH
o ayTeHTHpiKalii, MOKHa PO3LITUTU
Ha HaCTYIIHi TPyTIN:

«ITacuBHi» IpeMeTH, AKi MiCTATH ay-
teHTudiKaniiny indopmanino (Hampu-
KJIaJl, BUNAJIKOBO CTeHePOBAHUIT ITapOJIb)
i mepemarTh ii B MOAY/Ib ayTeHTU]IKaLT
3a BuMoOrow. Ayrenrudikauiraa iHdop-
Mallig Moxe 30epiratuca B IpegMeTi AK y
BiIKpUTOMY BUIIARi(MarHiTHi Kapruy,
CMapT-KapTy 3 BiKPUTOW IaM ATTIO,
Touch Memory), Tak i B 3aXy1[eHOMY BU-
ragi  (cMapT-KapTM 3 3aXMINEeHOI
maM’aTTI0, USB-TOKeHNM). B OCTaHHbOMY
BUIIA/IKY HeobxigHO BBecTn PIN-Kop s
JBOCTyIy /10 JaHUX, IO IePeTBOPIOE
ImpenMeT B 3aci6 BodaKTOpHOI ayTeHTH -
ikamii.

«AKTUBHi» IIpeiMeTH, SIKi BOMOAIIOTh
[OCTATHIMM OOUMCITIOBATIBHUME  Pecyp-
camn i 3paTHi 6paTyu aKTUBHY y4acTb B
mpoueci ayrentudikanii (mpukmagm: mi-
KporponecopHi cmapT-Kaptu i USB-
ToKeHM). L] MOX/IUBICTH 0COOMUBO ITi-
KaBa IpM BifganeHiit ayTeHTUdikamii
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KOPIUCTYBaya, OCKiJIbKM Ha OCHOBi TaKMX
HpefMeTiB MOXKHa 3a06e3IednT CyBOPY
ayrentuikario. ITif uum Tepminom ma-
€TbCS Ha yBasi Takuil Buj ayTeHTH(ika-
Lii, Ipy AKOMY CEKpeTHa iH(bopMaui;I,
10 JIO3BOJIA€ IIEPEBIPUTI CIIPABXKHICTD
KOPIUCTYBaya, He IePea€TbCsA Y BiKpu-
TOMY BUIIAAI[3].

AyTtentudikanis 3a JOIOMOrow yHi-
KaJIbHUX NIPEJMETIB TAKOXX Ma€ PAJ He-
TIOJTiKiB:

[IpenmeT Mo>ke 6yTU BUKpaieHMIL;

Heo06xigHicTh BUKOPUCTaHHA HOHAT-
KOBUX IIPOTpaM Ta CIelianbHOro obmas-
HaHHs /11 POOOTH 3 TIpeMeTaMIL;

biomerpuuna ayrentudikanis. bio-
MeTpiYHa ayTeHTH(iKallig 3aCHOBaHa Ha
YHIKa/IbHOCTI PANY XapaKTepUCTUK JIIO-
ovHu. [Ina ayrentudikanii Bukopucro-
BYIOTbCsI HACTYTIHI XapaKTepUCTUKMA:

Binburky manpuis;

BisepyHOK paiimy>XHOi 060/TOHKM OKa
1 CTPYKTypa CiTKiBKI OKa;

Pucu o6mmuus;

dopma KICTi pyKu;

[TapameTpu romnocy;

CxeMa KpOBOHOCHUX CYAUH 0co6u;

dopwma i croci6 migmnucy;

B mpomeci 6iomeTpuyHoi ayTeHTI)I-
Kauil eTaJIOHHMII i Ipe AB/IeHMIT KOpHC-
TyBa4yeM 3pasKy IOPiBHIOIOTD 3 JIESKOI0
IOTPillIHICTIO, fIKa BM3HAYAETHCA 1 BCTa-
HOBJIIOETbCSA 3a3faserigb. IloxmOka mif-
OMpaeTbcsa Ui BCTAHOBJIEHHA ONTH-
MajJIbHOTO CITiBBITHOIIIEHHSA JBOX OCHO-
BHMX XapaKTePUCTUK, AKi BUKOPUCTOBY-
I0TbCsA 3acoboMm 6iomeTpuyHOI
ayTeHTndikamii:

FAR (False Accept Rate) - koedirrieHT
IOMIIKOBOTO IIPUIHATTA (CTOPOHHA

ocoba mpornura ayTeHTmdikamio i
iM’sIM JIeraJIbHOroO KOpMUCTyBaya).

FRR (False Reject Rate) — koecinieHT
HOMM/IKOBOI BifiMOBHU (JIeTanbHIIT KOPUC-
TyBa4 CUCTEMM He IIPOIIIOB ayTeHTU]i-
Kallilo).

OOuABi BeMMYMHA BUMIPIOIOTbCA Y
BificoTKax i MaoTb 6yTV MiHiManbHi. Ta-
KOXX BEIMYMHU € 3BOPOTHbO3AJIEXKHUMI,
ToMy ayTeHTUGMU}IKy0Inii MOLyIb pu
BUKOPUCTaHHI 6ioMeTpryHOi ayTeHTU]I-
Kallil HaJlaIITOBYEThCA iHAMBiyambHO —
3a/IEKHO BiJj BUKOPUCTOBYBAHOI 6iome-
TPMYHOI XapaKTEPUCTUKU 1 BUMOT [JO
SAKOCTI 3axucTy. 3aci6b 6iomerpuuHoi ay-
teHTudikaii Ma€ TO3BOMATU HANAIITY-
Batn koedinienr FAR no BemmumH mo-
panky 0,01 - 0,001% mpu xoedinieHTi
FRR 710 3 - 5%[3].

3ajIe)HO Bijj BUKOPNCTOBYBaHOI 6i0-
MeTpPUYHOI XapaKTepUCTHKM, 3acobu 6io-
MeTpu4HOl ayTeHTH(iKanii MaoTh pisHi
IepeBary i HeOMIKNL.

3araybHuUIT HEJOIIK OioMeTpUIHOI ay-
tenTudikanii — HeoOXimHiCTH B 06maj-
HaHHI JUIA 34MTYBaHHS OiOMeTpUYHMX
XapaKTePUCTHK, sIKe MOXKe 6yTH JOCUTD
TOPOTMM.

BucnoBku

3a pesynbTaTaMy OIVLAAY Ta aHAI3y
Cy4YacHMX MeTOfiB ayTeHTM}iKaLii MOX-
Ha 3pOOUTH BUCHOBOK IIPO Te, IO BUKO-
pUCTaHHA cTporoi ayreHTudikarii 3 Bu-
KOPUCTaHHAM YHIiKaJIbHOTO IIPEAMETY €
HaOIIbII MePCIeKTUBHMM, a caMe BU-
KOPUCTaHHA KpUITOrpadidyHOro amapar-
HOIO TOKEHY, OCKi/IbKM BiH HAJIifHO 3a-
xumenHuit PIN-kogom. PIN-kop € dak-
TOPOM 3HaHHs, 110 JO3BO/IAE BUKOPUCTO-
ByBaTH 1BO(AKTOPHYIO ayTeHTH(iKaIli0
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3a JIOIIOMOTOI0 KPUNTOTPadidHUX TOKe-

HiB

1 3HIDKY€E JIMOBIpHICTb BMHUKHEHHSA

MOMIIOK IIEepILIOTo i Apyroro pony, TUM
caMuM MiIBUINYIOUM 3aXMILEHICTh iH-

dbopmanitHux cucrem.
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PO3POBKA ITPMICTPOIO 35EPITAHHS ITEPCOHAJIbHUX

ETEKTPOHHMUX K/IIOYIB

Tyukosa M.C.

Hanionanpauii TexHigYHMiT yHiBepcuTeT YKkpainu «KuiBcbKuil moniTexHiyHmin

incTuTyT imeHi Iropsa Cikopcbkoro»

KnrouoBi cmoBa: maponi, NFC, ayrentudikanis, ctpora ayrentudikarmis,

aIlllapaTHUIL TOKEH.

Keywords: passwords, NFC, authentication, strict authentication, hardware token.

Beryn

Ha cporoguimuiin pmedbp MoOinbHI
HPHUCTPOi, 30KpeMa cMapT(OHY Ta IIAH-
mety, 30epiraloTh 3HAUHy YacTHHY Ha-
moi koHpimenuiitHoi iHpopmanii. IIi
IIPUCTPOI BUKOPUCTOBYIOTHCSA JJIA IOCTY-
Iy /1O €/IEKTPOHHOI ITOIITH, IiJIK/TI0YE€HH I
[0 coLjiaZIbHMX MePeX i HaBiTb KepyBaH-
Hs 6aHKiBCBKMMH PaxyHKaMIL.

Brpata Tenedona Mo>ke cepito3HO Ii-
AipBaTu Baury KOH}ifEHIIHICTD Ta IpK-
3BeCTU IO KPajiKKM OCOOMCTUX [aHUX.
HasBiTp KO XTOCHh 3 3HAIOMUX BUKO-
PUCTOBYE Balll IPUCTPilL, Lle MOXKe IIpU-
3BeCTH JIO He3PYUHMX i Heba)KaHNUX CUTY-
anrin.

OcraHHi pOKN! TAKOX HaOMPAIOTH I10-
MyAAPHICTD MPOTpaMMU-MeHEKepH Ia-
poiiB, AKi HO3BONAITH 30epirati BCIO
HeoOxigHy iHdopMalio Maw4yM OVUH
yHiBepcanbHMIT KTI04. Ajle Ijeil MeTof
TAaKO>K MAa€ CBOI BaroMi HEIOJMIKNA.

ITpamroroun 3 COTHAMM aKayHTIB i Jie-
CATKaMM  «IIJKII0YeHNX» MOOIIbHUX
IPUCTPOIB, KO>KEH KOPUCTYBa4 IOTpedye
HaJIilfHOrO, 3PYYHOTO Ta KOMQOPTHOTO
3aco0y imeHTudixanii. Ase HeoOXigHICTD
TPUMAaTy B T'OJIOBi JIOBri CK/IafHi naposi

BiIXOIUTH Y MUHYJIE, TOMY ifiesd CTBOPEH-
Hs1 YHIBepCaIbHOTO 11(pOBOro KiIo4a €
HaJ3BIYAHO aKTya/IbHOIO.

OcHoBHa YacTHHA

[Tpuctpiit 36epiraHHsA eIEKTPOHHUX
K/IIOYiB Mae HU3KY IlepeBar Ha BifMiHY
Bif iHIIMX MeTOAiB ayTeHTudikamii, ce-
pen Hux:

1. 3pyuHicTp 30epiraHHA eNeKTpoO-
HHUX KIIIOYiB B €IMHOMY 3aXMIIEHOMY
npuctpoi. CydacHi pilleHHA /14 3aXUCTY
NIepCOHANbHUX JAHMX 3 BUKOPUCTAHHAM
PIN-kogiB, mapomiB Ta rpadivHUX KITIO-
4iB € IPOMI3IKMMM i HE3PYYHUMMU, TOMY
3aXMCT epCOHAbHNUX JaHNX 3a JJOITOMO-
roo 11 POBOro KIoya € aKTyaTbHUM Ha
ChOT'OJTHIIIIHI [IeHb.

2. MiniMisalisi BIUIMBY /IOLCHKOIO
¢axropy. B Toit e yac cIpaiboBye JIoj-
cbKuil (paKTOp: MOXKYTb BUHUKATU TPYH-
HomIi i3 3aHaM’;1TOByBaHH51M CKJIQTHUX
aportiB, 0c06/MBO, SIKIIO X 6ararto. IHoxi
apob MOXKe OyTU HyxKe MPOCTUM, aje
BIKOPYICTOBYBATHUCA Jy>Ke PiKO — SIK Ha-
clifiok BiH mpocto 6yme 3abyTuit. [l
JaCTKOBOTO YHMKHEHHS JIIOZICBKOTO (hax-
TOPYy Tmapom MOXyTb 6yTm 36epeskeHi,
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PucyHok 1. 3acobu ayteHTuikaLii Ta 06nacTb iX 3acToCyBaHHS

HAIIPUK/IAJ, 3alMCaHi Ha mmarnepi, 36epexe-
Hi B €/IEKTPOHHIIT TaO/MNIi HA KOMIT I0Tepi
a60 sanucHil KHIDKII TenedoHa. Are un €
HaJillHMM Take Miclje 36epe>KeHHs TOro
uy iHmoro mapomio? Haspapg un nepeciu-
Ha JIFO[MHA VM IIepelIMaEeThCs, a y IIax-
paiB HaBmaky 3’sABMIOCS Oi/Mbllle MIAHCIB
3aBOJIOJITY BYK/IMBUMU JJAHUMIL.

3. IligBuiieHnii piBeHb 3aXUCTy fa-
HIUX. A caMe: BUKOPMCTaHHA BUMi/IEHOTO
mepefaBada /il 3B'A3KY 3 NPUCTPOEM;
NFC, ockinbku pagiyc ytoro gii go 10 cm;
BUKOPYICTAHHA Cy4acHOIO BMAY WUdpPy-
Bauusa(AES)[1];

PosrnsaneMo 6i/1bI1 IeTaIbHO TEXHOIIO-
ril Ta 3aco6u, SIKi MOXKYTb BUKOPUCTOBY-
BATHCh /s 3MiICHeHHS ayTeHTUdiKalil.

Ha pucyrky 1 306paxeHO IpucTpoi,
sKi € 3acobamu ayTeHTH(iKawil Ta 36epira-
10Tb B c06i maporti Ta 3acobu 6iomeTpuaHol
ayTeHTu(dikanii, Hampukag, BifOUTKM
aIbLIiB, 300paXKeHH PaliLy>KHOI 000TOH-
KU OKa a0 Ma/IIOHKY BeH Ha JJO/IOHI.

Taki mpucTpoi MOXXyTb MaTy pi3HMI
¢dopm-dakrop i 6yt peamisoBaHUMU Y
BUITIAAAL OpenoKy, KapTku, 6pacmeTy abo
KiTbIs.

3B’5130K 3 IHIIMMI IPUCTPOSIMIU MO>Ke
3MIiICHIOBATUCSA 3a JOIIOMOTOI0 TaKUX
TEXHOJIOTIN epeayi faHux sk Bluetooth,
NFC, USB, RFID[3].

3aXMIIeHICTh JaHUX 3a0e3MevyeThCs
TaKMMM KpUITOrpadivHUMM aITOPUTMA-
mu K RSA ta AES.

O6macTb 3aCTOCYBaHHA ayTeHTU(IKALIiL:

1. Po36oKkyBaHHA 06/1iKOBOTO 3ammCy
Ha KOMIT'IoTepi a60 HOYTOY1Li;

2. Aytentudikanis Ha caifTax;

3. PosbnokyBaHHs cMapTdoHY;

4. Joctyn po nmpuminieHs[2];

AHani3 XapaKTepUCTUK iCHYIOUMX
IPUCTPOIB 30epiraHHs JaHUX JyIA iHu-
BiflyaZTbHMX €/IEKTPOHHMX K/IIOYiB ITOKa-
3aB, WO Cepefl TEXHOJIOTiN Iepenadi fa-
HIX HalO1/IbIINM HOINTOM KOPUCTYIOTb-
cs Bluetooth, npore Takox € mpucTpoi,
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BHECEHHS aHMX Ha NPHCTi

BHeceHHs aaHnx
AnA aeTopmaauii

WnchpyeanHA Ta nepenadya
Ha NpUCTPIN i3 noganbLwnum
abepiraHHAM

URL/oBnixomuit 3amme, noriK, napons

Mepenada AoMeHHOT
afpecv Ha NPUCTpin

lMowyk HeoBxigHoro
naponio 3a BEeeHNM

NigknoyeHHs Bxin no
npucTpoto o MK “MeHemrepy
abo cmapTdoHy naponis”
BeegewHs napomo
NigknioyexHs go BeegexHa
MK afo agpecu caTy B
cMmapThoHy Gpayaepi

AOMEHHUM iM’'AM

[aki 3HaiifeHo - 3eneHnin 3anut
iHavkaTop/aaHi He 3HakaeHo -

YepBOHWA iHAWKaTOP

NIATBEPIKEHHS HA
nepegaqy naponio

ABTO3aNOBHEHHA

[harzepntieyin nons naponio

BigButok
naneus

PucyHok 2. CueHapii poboTu npucTpoto 30epiraHHsA enekTPoOHHMX KITHoYiB

mo Bukopuctosyiotb USB ta NFC. IIna
mnpyBaHHA TaHUX BUKOPUCTOBYETHCA
AES 128-6itHuit ta 256-6iTHuit. binb-
IIiCTh IPUCTPOIB BUTOTOBNIEHA Y opmi
Openoxy.

IIpoaHani3soBaHO OCHOBHI T€XHOJIOTII
nepepiaui faHux Ta mmdpysaHHA iHDOP-
Mallii, 1[0 3aCTOCOBYIOTbCA B UQPOBUX
KJTI0Yax.

NEC i Bluetooth - cyuacui Texzomorii
3B’s13Ky Masoro pagiycy gii. CyTresa me-
pesara NFC nap Bluetooth - xopormmit
YaCc BCTAHOBJIEHHsA 3 €JHAHHA. 3aMiCTb
BUKOHAHHSA IHCTPYKIil 32 IIOTOJ>KEHHAM
nns igentudikanii Bluetooth-npucrporo,
38’130k MK gaBoma mpuctposimu NFC
BCTAQHOBJIIOETbCA Bifjpasy (MeHII HDK 3a
OZIHY JeCATY CEeKYHIM).

MakcuManibHa MIBUAKICTD Iepefadi
mauux NFC (424 x6om) MeHIe, HiX
Bluetooth (24 M6ox). Y NFC menmmit
paniyc gii (MeHiue 20 cm), 1110 3a0es1eyye
6inpimit cTyninb 6esneku i pobuts NFC

OLIBII IIPUCTOCOBAaHMM JJIA IIEpPEIOBHe-
HUX IIPOCTOPiB, /e BCTAHOBJIEHHA MiX
curHanmoM i Qi3sMYHUM IPUCTPOEM, KU
jtoro nepepae (i K HACTIOK, 10T0 KOpuc-
TyBa4eM), iHaKIIe Mo>ke He 3[ifICHUTHCD.
Ha sigminy Bin Bluetooth, NFC cymicha 3
icuyrounmu RFID-ctpykrypamu([1].

[Tepenava indopmarii 3a FOIIOMOroH0
USB BUKOPMCTOBY€ETbCA MIBUALIE SIK JIO-
OMDKHUIT croci6 mepemavi manux (Ha-
NpUKNAJ, JA HajJallTyBaHHA IIpU-
crpomw), amke USB mpucTpoi 03BOI-
I0Th 3MIiHIOBATV MiKPOIIpOrpaMy MiKpo-
CXeMM, IO BifTIOBifla€ 3a B3aEMOfII0 3
KOMITI0TEPOM. 3JIOBMUCHMK, NIPOBiBIIN
peBepC-iHKMHIPUHT KOHKPETHOIO IIpU-
CTPOIO, MOXKE€ CTBOPUTM 1 3amlucaTu B
HbOTO IIKiIIMBMi1 Kox[1].

ITpuctpiit 36epiraHHA eIEKTPOHHUX
K/II09iB MO>XKe IIPAI[IOBAaTy 32 JBOMa Clle-
Hapismu (Puc.2).

ANTOpUTM Al [IA MJKTI0YeHHS [0
KOMIT'I0TEpY A/IsI Iepefadi maposis:
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1. Iligx/mo4aemMocsi [O KOMITIOTepa
a60 M06inbHOrO TenedoHy;

2. Bigkpupaemo crenjianabHe IIPOrpaM-
He 3a0esIedeHHs (MeHeIKep MaposiB) Ta
aBTOpU3yeMocs (BBOJMMO JIOTiH Ta Ila-
pornb);

3. BHOCMMO akayHTM — HabOpU HaHMX
17151 HeoOXimHMX aBTOpM3arin. [Ins caity
HeOoOXiZHO BBECTM MOMEHHE iM s, JIOTiH
Ta Mapojb. [Ij1s1 po36IOKyBaHHS KOMIT f0-
tepa 3 OC Windows HeoOxifHO mifHecTn
HIpUCTpiit O7MU3bKO 1O
KOMITIoTepa Ta 0O6party BifIIOBifHWIT Ba-
piaHT po36/10KyBaHH: y BiKHi 6/I0KyBaH-
HS po60YOTO CTONY;

OOCTAaTHbO

4. lani B 3ammdpoBaHOMY BUITISAAL
IepenanThCs Ha NPUCTPili Ta 36epira-
I0ThCS;

Anroput™ Jilt A BBOAY Hapond 3
OpucTpo 30epiraHHs maponiB Ha
KOMITI0Tep:

1. [ligkmo9aemMocst [0 KOMITI0Tepa
a60 MOGIIBbHOrO TenedoHy;

2. BinkpuBaemo 6paysep Ta BBOZVIMO
azipecy cailTy. ¥ BikHi aBTOpM3aIii BBO-
JIVIMO JIOTiH;

3. lomeHHe IM’s1 CaiTy IepelaeThCs
Ha TIPUCTPIif;

4. IlpucTpiif IIyKa€e BigIOBigHY iH-
dopmario. Ko maponp 3HalIEHO, TO
BiH IlepeJaeTbCsA Ha IiJK/IYEHMIA IIPU-
cTpiit (koMIT 10Tep abo TenedoH) Ta aBTO-
MaTUYHO IiJICTaBIAETbCA Y BiKHO IApoO-
0. AKio mani BificyTHi, TO KOpUCTyBay
IIOBMHEH CaMOCTITHO BBECTU IIapOJIb;

Pe3ynbTyrounit npucTpilt 0OMiHIOETh-
cs indopmaniro 3 iHIIMMYU TIPUCTPOSAMU
3a gomomoror NFC. Takoxx TexHosoris
NFC possonse emymosatu RFID-miTkn,
TaKUM YMHOM GpacieT [O3BOIISIE B3aEMO-

miatn i3 CKK]] Ta BUKOPUCTOBYBAaTUCS B
SAKOCTI IIPOITYCKY Ha HifgnpueMcTsi[4].

Il okpeMoro mpucTporo abo rpymm
IIPUCTPOIB MOXE iCHYBaTy IPUCTPili-aji-
minictparop. Takuit mpuctpiit Moxe 36e-
piratu B cobi cykymHuit Habip inpopma-
Lii i3 KiZIbKOX [NOYipHIX IPUCTPOIB i BuU-
KOPMCTOBYBaTUCA B €KCTPEHMX CUTYyalli-
AX, KOJM JIIOJMHA 13 JOYipHIM IPUCTPOEM
BiJICyTHSA.

IIpucTpiit Mae Ha KOpIIycCi CKaHep Bifi-
OUTKY MasIblist, Ta Crelia/IbHIUIT KOTbOPO-
BMII iHAMKATOp. IHAMKATOp cHpanboBye
npu oOMiHI maposAMM i3 HifKIIoYeHuM
npuctpoeM. IIpucrtpiit odikye Ha o6MmiH
naposneM. /g nmigTBepiKeHHA nepenadi
[Iapo/l0 KOPUCTyBay IIOBMHEH HaJaTu
CBil1 BigbuTOK. TAKMM YMHOM KO>KHA OITe-
pauis obMminy iHpopmaniero moTpebye
nigTeepKeHH:A. e momae momaTkoBOrO
3aXVCTy y BUIIAJKY, AKIO 0OMiH iHGOp-
Malli€lo iHilil0€ 3JI0BMIUCHMUK, IIPU LIbOMY
BJIACHUK IIPUCTPOI0 >KOJHUX OIIepaLil
IJIA 3aIIUTY IApOJII0 He IIPOBOJYB.

BucnoBkn

IopiBHANBHUIT aHa/Mi3 POSIILAHYTUX
disyyHMX TPUCTPOIB 30epiraHHs JaHUX
I €IeKTPOHHMX K/IIOYiB IIOKasaB, IO
iCHYIOYi IIPOXYKTM MOXKYTb He 3a[JOBOJIb-
HATU BYMOTH, IIIO /IO HMX BUCYBAIOThCA B
3a/IeKHOCTI BiJj cepeoBMINa BUKOPUCTaH-
H#, TOMY NOTPe6YIOTh BIOCKOHA/IEHHA.

ITpoananizoBaHO OCHOBHi TeXHOJMOTii
nepefadvi faHUX Ta mmdpysaHHA iHpOP-
Mallii, IKi BUKOPUCTOBYIOTbCS iCHYIOUMMI
IIPOAYKTaMM, BU3HAYEHO iX IlepeBaru Ta
Hepomiku. O6paHo TeXHOOTII st Mofieti,
110 HAJKPALYM YMHOM BiJJIIOBiar0Th I
BMKOPMCTAHHS Ha MiJTIPUEMCTBI.
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PospobreHa Mopenb BK/IIOYAE OINC
B33aeMOJIii 3 IHINMMM IPUCTPOAMMU, Clie-
Hapil po6oTK, BM3HAYEHA CYKYIHICTb
¢byHKLil, sKa [03BOTIsIE G€3MeIHO BUKO-
PUCTOBYBATH IPUCTPIil HA MiAIIPUEMCTBI.
A TakoXX NO3BONAE 3a0eslmeYnTy IpU-
VIHATHUI piBeHb Oe3IeKy A CydacHMX
KOMITaHill Ta YHMKHYTU HEraTMBHOIO
BIUIMBY JIOACBKOTO (DAaKTOPY, 3HUSUTHU
PU3MK HECAaHKI[iOHOBAHOTO JOCTYIY JO
koHQineHnilHol iHdopMmaril.
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Standard products of processing oats
in Ukraine are not crushed oats groat of
which during further processing produc-
es flaked groats, flakes “Hercules”,
“Pelyustkovi”. Separate oat products are
flakes “Extra” and “Tolokno” - special
prepared oats flour.

The technological processes of pro-
cessing oats are amongst the most diffi-
cult in cereal production and the need
for large production areas for its imple-
mentation.

For example in the production of not
crushed oats groats cleanup of impurities,
divided into two factions and specially
prepared oats grain enters operational
silos passes magnetic control and goes to
dehulling stage which carried out on two
systems separately for each faction. Modes
of dehullers set so that provide a minimum
amount of crushed groats at the maxi-
mum value of the dehulling coefficient on
the first dehulling system. After each de-
hulling system carried out sorting of de-
hulling products using the groats separa-
tion stage. First at sieving machine (usu-

ally use dressing reel) use sieves @ 2,0 mm
removing husking bran then on the two
systems of aspirators removed hulls and
remainder of husking bran. Mixture of
dehulling products which consists of de-
hulled and undehulled crops sent to
groats separation stage which is carried
out on paddy separators. The classic
scheme provides two sequential passages
of these machines. Overflow from first
Paddy machine represents undehulled
crops which are sent for second dehulling
system, underflow — dehulled crops con-
trol on second paddy separator and then
sent to pearling. Pearling conducted on
one system. Usually, at this stage are used
pearlier machines. Also allowed the pos-
sibility of exclusion from the technologi-
cal scheme if dehulling conducted at hull-
ing stone and air transport is used to
transport products of processing. Under
these conditions, more intensive process-
ing of grain at hulling stone and friction
in the walls of products pipe line provide
a similar surface treatment as the pearling
system. After pearling are carried sorting
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products, which are formed at this stage.
From the mixture remove husking bran,
particles of crushed groat and small
amount of hulls. Sorting of pearling prod-
ucts is carried out at plansifter. Overflow
from sieve 2,5x20 mm referred to feed
impurities, underflow of sieve @ 2,0 mm
removed a mixture of crushed kernels and
husking bran. Oats groat obtains by un-
derflow of sieve 2,5x20 mm. End product
for control passed through two control
systems of paddy separator and then con-
trolling in one system of air separators. In
applying the classical scheme provides the
production of high, first and second
grades of groats, the total yield of finished
products is 45-55 %.

Oats are the raw material for the pro-
duction of a wide range of flaked prod-
ucts. From it produce flaked groats, flakes
“Hercules”, “Pelyustkovi” and “Extra”. For
all types of flakes as raw material allowed
using oats groats or oats grain. Each type
of flakes has its production technological
features.

For the production of flaked oat groats
are used high or first grade of oats groat. In
the first stage groats sent to water heat
treatment which consists in its steaming at
horizontal screw steamer with the vapor
pressure 0,05-0,10 MPa. Steamed groats
temper in special insulated bins for 20-30
min. Flaking of groats allowed to carry on
flaking machine or roller mills with ribbed
rollers. Thickness of flakes typically is 0.7-
0.9 mm. Flaked groats sent to sorting, dur-
ing which by underflow of sieve @ 2,0 mm
conduct removing of husking bran and
particles of crushed groats, by overflow
from this sieve obtain flaked groats which

controlling by passed through two control
systems of air separators. For the produc-
tion of flakes “Hercules” is used high grade
of oats groat. The classical scheme includes
the following steps: steaming, tempering,
flaking, sorting and cooling of end prod-
ucts. At the beginning of the technological
process carried out additional control of
groats at two consecutive systems of paddy
machines and one system of groats separa-
tion. At systems of paddy machines re-
move unprocessed grain which return to
dehulling systems or if plant does not have
the conditions for it processing sent to
waste products. Control of husking bran
and crushed groats conduct at groats sepa-
ration machines. By overflow from sieve
2,5%20 mm obtain groats which sent for
further processing. Water heat treatment
in the production of flakes “Hercules” car-
ried out a similar scheme and modes
which provides for the production of
flaked groats. Flaking stage carry on flak-
ing machine with smooth rollers, thickness
of flakes typically is 0.6 mm. Obtained
flakes are dried at belt dryer to standard-
ized humidity12,0 % and control at two
control systems of air separators. For the
production of flakes “Pelyustkovi» is used
high or first grade of oats groat. At the be-
ginning of the technological process car-
ried out additional control of groats which
carried similarly of the process of produc-
tion flakes “Hercules” and then groats ad-
ditionally send to one pearling system.
Surface treatment of groats reduces the
content of mineral elements to 1.9 % which
is regulated by standard. The mixture of
pearling products at first sorts at dressing
reel where by underflow of sieve Ne 080
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remove husking bran, after this at groats
separation machine remove crushed ker-
nels and separates groats into two factions
which sent to control at air separators sys-
tems. Next stages: water heat treatment,
flaking, drying and control operations car-
ried similarly of the process of production
flakes “Hercules”

Analyzing the classical technology of
processing oats in groats and flakes it can
be concluded that they are outdated, con-
tain large amounts of energy-intensive
operations after which get a low yield of
groats and flakes. Almost half of all re-
fined products consists waste products
(up 46 %). In modern conditions carrying
out such a complex technological process
with low yield of finished products is un-
profitable.
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The parallel programming language
MC# is an extension of the object-ori-
ented language C# and is designed to
develop applications that run both on
multi-core processors and on computing
systems with distributed memory (clus-
ters). In particular, he supports the de-
velopment of applications for hybrid sys-
tems based on the GPU (graphical pro-
cessor unit) — systems that include the
main processor and accelerators based
on Nvidia’s GPUs. At the same time, ap-
plication development is carried out ex-
clusively using specific MC# language
tools and does not require the use of ad-
ditional tools or libraries, such as
OpenMP, MPI, OpenClL, etc.

The extension of the MC# language to
support the programming of graphic pro-
cessors lies within the framework of a
single parallel programming model ad-
opted in this language. In particular,
async methods that are designed to be
executed on separate cores of a multicore
processor, and movable methods that are
designed to be executed on separate clus-
ter nodes. The so-called GPU methods
are added to the MC# language extension
for GPUs - methods that are designed for
execution on a GPU.

The general ideology of programming
GPUs in the MC# language coincides
with the ideology of the CUDA technol-

ogy, knowledge of which is assumed for
programming GPUs in the MC# lan-
guage. In particular, before calling the
GPU method, the programmer, in accor-
dance with the CUDA technology, must
determine the configuration parameters
of the GPU - specify the number of the
graphic device, the size of the lattice and
blocks of computational flows, etc. In
programs in the MC# language, this is
realized by creating an instance of an ob-
ject of the GpuConfig class and setting its
properties. An integral part of the MC#
programming system, which is responsi-
ble for supporting GPUs, is the GPUNET
library, which is fully implemented in C#
and includes:

(1) JIT compiler for Nvidia GPUs,

(2) A set of functions corresponding
to the basic functions of the CUDA li-
brary.

Also, the MC# language compiler is
responsible for supporting the GPU,
which recognizes GPU methods in the
program text and generates the code
which is necessary to call the correspond-
ing functions directly on the GPU.

Using the MC# language for program-
ming GPUs greatly simplifies their use
compared to the application of the basic
CUDA technology. In particular, when
programming in the MC# language, the
programmer is freed from the need to ex-
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plicitly program the data transfer from the
main memory to the graphics device
memory and vice versa — this task is solved
by the MC# language compiler, which gen-
erates calls to the corresponding GPUNET
library functions that implement data
copying. A similar mechanism, called Uni-
fied Memory, appeared only in the latest
versions of the CUDA library.

Since all the components of the MC#
programming system, including compo-
nents supporting the GPU, are written in
C#, the MC# programs can be run on
both Windows and Linux, where, in the
latter case, as an implementation of the
platform. NET uses the freely available
Mono software.

The MC# programming system can be
integrated into the Microsoft Visual Stu-
dio development system, which allows
developing and executing MC# programs
for the GPU as part of the latter. At the
same time, as in the case of Windows, and
Linux, it is assumed that the machine has
an installed CUDA system.

The GPUs supported in the MC# pro-
gramming system are all types of Nvidia
GPUgs, including the latest Kepler K20 and
K40 models.

An example of programming a GPU
in MC#

The basic structure of the program in
the MC# language, intended for execution
on the GPU, consists of:

(1) A description of the configuration
of the GPU, in which, in particular, the
number of (parallel) threads running on
the GPU and the parameters for combin-
ing them into blocks and a grid are speci-
fied, and

(2) GPU-function (method), which
will be executed within the framework of
one computational thread on the GPU.

The GPU method in the program is
set by assigning it to the definition of the
GPU modifier syntactically located in
place of the return value type (see the ex-
ample of the vecadd GPU function be-
low). GPU configuration is determined
by creating an object of the GpuConfig
class and setting its parameters. Below is
the full text of a simple MC# program
designed to add two integer vectors using
a GPU.

using System;
- using GpuDotNet.Cuda;
public static class VectorAddition {
public static void Main ( String[] args )
4
int N = Convert.ToInt32 ( args [ 0] );
Console.WriteLine ( "N=" + N );
int[]
int[]
int[]
for ( in

A =new int [ N];
B = new int [ N];
C=newint [N];
gl el Awre) f

GpuConfig gpuconfig = new GpuConfig();
gpuconfig.SetBlockSize ( N );
gpuconfig.vecadd ( A, B, C );
for (int i = 0;i < N; i++ )
Console.WriteLine (C [ i ] );

2

public static gpu vecadd ( int[] A, int[] B, int[] C) {
int i = ThreadIndex.X;
cl1)=a(x]*B 1]

}

¥

In this program, the initial vectors A
and B, as well as the resulting vector C,
have a length of N. This number is the
size of the one-dimensional block of
threads launched on the GPU, respec-
tively, the i-th thread performs the addi-
tion of the i-ths components A [i]

and B [i] of the original vectors. It is
also assumed in this program that the
length of the vectors N does not exceed
the size of the threads block allowed for a
particular graphic device on which the
execution of this program is supposed.

48



SCIENCE,RESEARCH,DEVELOPMENT Ne23

Using this program as an example, we
note some key features of MC# programs
designed for execution on the GPU, which
will be detailed in the following sections:

(1) For execution on a GPU, the use of
the GPUNET library included in the
MC# programming system is required.
The link to this library is set using the us-
ing statement:

using GpuDotNet.Cuda;

(2) The main methods setting the con-
tiguration parameters of the GPU are:

o SetDeviceNumber (graphic device

number),

o SetGridSize (dimensions of the flow

lattice),

« SetBlockSize (threads block sizes).

Some of the configuration parameters
of the GPU have default values (for exam-
ple, the number of the graphic device on
the machine is 0 by default), and so the
call to some configuration methods may
be omitted.

(3) Gpu-must be written in accord-
ance with the ideology of CUDA. In par-
ticular, it assumes the use of specific
CUDA tools, such as ThreadIndex, Block-
Index, BlockSize, GridSize, SyncThreads,
GetClock, etc.

(4) The GPU method is considered as
an extension method (in C# terminology)
of the GpuConfig class, and therefore it is
called relative to some object of this class.
In accordance with the limitations of C#,
extension methods can only be called from
static classes, and therefore GPU methods
can only be located in classes declared by
the user using the static modifier.

(5) The GPU method itself must also
be declared static. as well as all functions

called from it (to which the GPU modifier
is no longer applied).

(6) Since the current generation GPUs
have their own memory different from the
main processor memory, all arrays that are
arguments of the GPU method are implic-
itly copied from the main memory to the
GPU memory before the GPU method is
called and copied back to main memory
after the completion of this method.

(7) In the current implementation of
MC#, a call to the GPU method is syn-
chronous (unlike async and movable
methods), i.e., the execution of the main
computational thread from which the
GPU method was called is blocked until
until this method finishes its work on the
GPU.

Conclusion

Modern supercomputers are no longer
imaginable without universal accelerators
like GPU or Xeon Phi. The specific archi-
tecture of the graphics processors, in
particular, fast local memory, allows you
to run on them some applications ten
times faster than conventional processors.
But the same specificity of the GPU archi-
tecture has complicated programming for
them several times. Therefore, at the mo-
ment, research is very relevant, aimed at
both improving existing GPU program-
ming tools and searching for new para-
digms for their use. Within the frame-
work of the MC# project for GPUs, both
types of such tasks are solved with the aim
of making the MC# language a practical
means of solving real problems on GPUs
in areas such as image processing, finan-
cial mathematics, machine learning, etc.
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The modern financial market is char-
acterized by significant complexity of the
processes occurring in it. Risks are in-
creasing, global markets are globalizing,
volatility of currencies, interest rates, se-
curities and commodity prices is increas-
ing, and as a result, financial markets are
becoming more unstable, complex, risky
and unregulated.

Therefore, an important task for both
the company and investors is to assess the
cost of capital. But it is associated with
many problems: often the result is subjec-
tive and therefore cannot be considered as
a reliable guide.

In order to determine the return on
investment of capital, analysts resort to
the use of various forecasting models.
However, standard modeling methods for
analyzing processes occurring in financial
markets, under the conditions described
above, often give unsatisfactory results.
This is caused by the gap between real
economic realities and economic theory.
One of the models that currently helps in
solving the problem is the CAPM model.
It is she who will be considered in this
article.

The essence of the model.
The long-term asset valuation model
(CAPM from English ‘capital asset pricing

model’ or the Russian abbreviation
MOIA) was developed by Harry Mar-
kowitz in the 50-s [1], It is an idealized
depiction of how financial markets value
securities and thereby determine the ex-
pected return on investment. The mean-
ing of this model is to demonstrate the
close relationship between the rate of re-
turn and the risk of a financial instru-
ment, translating it into an estimate of the
expected return on equity. This model is
based on several neoclassical economic
principles as assumptions:

o Securities markets are very efficient

and competitive.;

« Rational investors dominate.

Although in modern realities the pos-
tulates of the neoclassical school, espe-
cially rationality, lend themselves to wide-
spread criticism, this model is still ac-
tively applied and works. Most likely this
is due to the fact that the amount of
transactions in the securities market is
quite large, as is the general understand-
ing of economic and financial theory
among investors, which causes rational
behavior.

The CAPM model is based on the fol-
lowing statement: the greater the risk,
the greater the return. Thus, if we know
the potential risk of a security, we can
predict the rate of return. And vice versa,
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def linear regression(y, X):

from numpy.linalg import inv

X = np.array(X)
Yy = np.array(y)

if X.shape[0] != y.shape[0]:

raise ValueError ("Henonoxomamme pasMepHocTH!™)

# omeHKa HapaMeTpoB MOLEIH
XTX = np.dot(X.T, X)

XTy = np.dot(X.T, ¥y)

w = np.dot (inv (XTX), XTy)

# KOSOOMIMEHT IeTepMHUHAIHH
y_pred = np.dot (X, w)
RZ =

return w, R2

«Linear regression» picture 1

if we know the profitability, then we can
calculate the risk. All calculations of this
kind regarding profitability and risk are
carried out precisely with the help of
CAPM.

Capital asset pricing model in details.

The relationship of risk with profita-
bility according to the valuation model of
long-term assets is described as follows:

where: R - expected rate of return,
R, - risk-free income, R - overall mar-
ket profitability, B, a — special model coef-
ficients, € — random error [2].

Now let’s look at each component of
the formula separately, to clarify the sub-
tleties in their definition, in addition to
the random error, which is the standard
for such models.

Expected rate of return.

This is the profit that you (or another
investor) expect from a financial instru-
ment. The expected rate of return may
also describe your needs, not expecta-
tions. When you need a certain rate of
return (the reasons may be different),
then this rate will be your expected rate.

((y - y_pred) **2).sum() / ((y-y.mean())**2).sum()

In fact, this indicator can be considered
profit from a particular instrument.

Risk-free income.

This is the part of the income that is
embedded in all investment instruments.
Risk-free income is usually measured at the
rates of government bonds, since they prac-
tically do not contain risk. In the United
States or countries of the European Union,
this income is approximately 4-5%, for
Ukraine this indicator ranges from 10%.

Total market profitability.

This is the rate of return for this mar-
ket index. If we consider the example of
the United States, then the S&P 500 index
would be such, for Ukraine it is advisable
to consider the PFTS index.

Special Odds.

One of the most important and diffi-
cult from the point of view of determin-
ing the parameters of the system are the
coefficients a u B — previously called spe-
cial factors that are responsible for mea-
suring the risk of an instrument. These
parameters can be found using linear re-
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10 -

«Graphic illustration of the model» picture 2

gression. The following formula for esti-
mating coefficients written in linear-alge-
braic form is used in the framework of
this article:

2de: w — vector with target coefficients,
X - vector containing the values of the
coefficients for & and f; y - dependent
vector.

This way vector X consists of two ele-
ments: 1 and R_- R . And vector y of
one: R-R .

It is also important to analyze the de-
termination coefficient:

Based on it, one can judge the adequa-
cy of the results.

Example.

As an example of application and to
test the performance of CAPM, consider
Amazon shares (they are traded under
the AMZN ticker), and take the S&P
500 as a market, as previously deter-
mined, traded under the SPY ticker. For
arisk-free rate, take the yield on 3-month
US Treasury bonds (have a ticker ANIRX).

. —— JlMHWA perpeccumn
« (rM;r)

Computer model.

The approach of transferring a math-
ematical model in symbolic form to a
computer representation has recently be-
come very relevant. Especially for the fi-
nancial sector. Thus, it is possible to sig-
nificantly simplify and speed up the pro-
cess of finding the necessary parameters.
That is why it was decided to use com-
puter simulation for the task described
above.

A suitable tool for this process can be
considered the Python programming lan-
guage. It allows you to quickly create and
research models using a small number of
libraries.: numpy, pandas, pandas_da-
tareader. And also easily visualize them
using tools of matplotlib.

Initially, to complete the task it was
necessary to write a function that imple-
ments the linear regression indicated
above (pict.1).

In the future, it is necessary to obtain
data on the rate of return of the market
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as a whole, Amazon and three-month
government bonds. This process was
carried out using the function get_data_
yahoo from library pandas_datareader.
She receives the necessary data for a
specific ticker and a specified period
(within the framework of this article, the
period from 01/01/2016 to 12/31/2018 is
considered).

After that, variables were formed X
and Y according to the principle described
above.

As a result of the program, the follow-
ing values were obtained:

The value of the coefficient of determi-
nation indicates the adequacy of the data
about special coefficients « and f3. You can
see the linear relationship between R— R
uR_-R _(pict2). Therefore, we can con-

clude that for the selected period of time,
CAPM worked for Amazon.

Conclusion.

As part of this article, it was shown
that the long-term asset valuation model
(CAPM) can help determine the selection
of shares in your investment portfolio,
demonstrating a direct relationship be-
tween the risk of a security and its profit-
ability. Using Amazon as an example,
from 01/01/2016 to 12/31/2018, the ap-
plication of this model was considered
and the possibility of its use in the real
world was confirmed.
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For the last ten years, music industry
has changed a lot. CD/DVD discs has
been gone, now no one is willing to buy a
new album of favorite artist. Today, every-
body uses music streaming services.

Leaders in music streaming services
industry for today:

1. Spotify

2. Apple music

3. Amazon Music Unlimited

4. Google Play Music

5. Pandora

In this article will be explained how
music streaming services work and how
they make money from the example of
world leader Spotify.

How Spotify makes money?

Spotify uses freemium business mod-
el. Company has two major source of in-
come: paid subscriptions and advertise-
ment [2].

There are 4 type of paid subscriptions:

1. Spotity free version. Free version of
application with lots of limitation and in-
app ads.

2. Spotify premium. For $9.99 per
month users get all features unavailable in
free version, namely: ad free, listen offline
shuffle play, unlimited skips, high audio
quality and many other useful features.

Spotify family premium. Subscription
plan special for families. Premium ver-
sion of application for up to 6 persons

living at the same address. Cost -
$14.99 per month.

Spotify Premium for students. Spotify
offers special offer for students - 50%
discount for Premium subscription.
Price - $4.99 per month.

Advertisement it the second source of
income. Spotify supports several types of
ads: sponsored playlists, branded moments,
sponsored sessions, audio and video takeo-
vers, display, homepage takeovers, overlay,
advertiser pages and branded playlists[3].

Spotify revenue for Q4 of 2018 was
approximately $1.5 billion. Of which, ap-
proximately 1.2 billion are obtained
through the purchase of a premium sub-
scription, and the rest through advertis-
ing, which proves that the main source of
earnings of the company is the sale of a
premium subscription[1, p.141].

How do musicians get paid
from Spotify?

Why it’s profitable for musician to work
with Spotify? Thats because the service
pays artists handsomely. Every time, when
someone listen to song, artist get paid.
Royalty is individual for every artist and
can be calculate using this equation:

Artist playout = Spotify monthly rev-

Artizt's spotify streams
enue x Potify x ~70%

total Spotify streams

(1)

x artist royalty rate
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Spotify takes 30% of an artist’s revenue
as a commission, and other 70% goes to
label or rightsholder. Artists royalty rate is
individual for each musician [1, p.210].

Based of the official reports, Spotify
pays from $0.0065 to $0.0085 per one
stream. Also, in February 2018, Spotify
announced that it had paid approximately
$10 billions to artists, labels and rights-
holders [1, p. 98].

So, it’s very profitable for musicians
to work with Spotify, not only because of
big payouts, but also because it allows
you to reach a much larger audience of
listeners than, say, the sale of CD / DVD
discs, thereby increasing profits. Other

streaming services have the same busi-
ness model, but Spotify has remained the
leader in the music industry for many
years.
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ARTIFICIAL DIETSOF THE BRACONIDAE FAMILY
REPRESENTATIVES BY REPRODUCING IN VITRO METHOD

Xojimurod Kimsanboyev, Atham Rustamov.
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Abstract: There is a huge role of bracon entomophagy in preventing plants biologi-
cally in our Republic. It is possible to achieve biologic efficiency which is higher than 90
% in struggling against cotton — plant moth with this parasite. However while developing
them in the condition of laboratory a lot of issues are occurring. In order to populate
bracon first of all wax moth is demanded to reproduce. Wheat flour, corn, sugar, marga-
rine, honey productions are used very much,as well as excessively extra workforce is spent
for this. Besides these, it takes55-60 days to reproduce only a generation of a bracon.

Key worlds: bracon, entomophagy, in vitro, egg, larvae, pupa, imago.

In all over the countries only in China
Li Li-Ying who is the professor at the in-
stitute of Guanchjou etymology and her
apprentice Xie Zhong - neng made re-
searches successfully by bracon in vitro
way. Special two types of Bracon hebetor
Say and Bracon juglandis Ashm parasites
were selected to reproduce Braconidae
family representatives in vitro. In biolabo-
ratory it is required to populate in some
equal quantity wax moth and mill flour
moth in order to reproduce in vitro these
parasites at any time of the year.

The main 3 nutritional components
were prepared to reproduce Bracon hebetor
Say’s type in vitro. Then all the components
of the diet are mixed by sentrafuga at
2000 sec.speed for 5 minutes and be
transformed,excess o0il and foam are
removed.Before putting intodiet,artificially
made maggots that was prepared in
advance,they are placed under the ultravi-
olet lamp for 15 minutes and checked care-
fully. Afterwards one side of the artificial

worms is thoroughly attached and with the
help of syringe ready diet is put by two
open sides and after second side has also
been attached,it will be put into test-tube.
Ready artificial maggots are preplaced in
special thermostat at 26-28°C and 75-
85 moisture is necessary. After passing
2-3 hours artificial maggots are checked
one more time whether they are out of the
diet or not. If such kind of situation occurs,
they will be taken away. Then female gen-
ders of nutriented bracon that flew a day
ago is replaced flying at 1:1 proportion. In
order to select the most effective diet
5 types of the diet is prepared. 3 of them
are chosen as the most effective in repro-
ducing bracon parasite. Their ingredients
are following ;

Preparation of synthetic diets:

Wax or mill-flour’s moth pupa
hymolymphasis;

10 % dry cow’s milk, as 1gr 10 ml dis-
solved in distilled water;

Chicken egg yolk.
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Table 3.

Indicators of Bracon hebetor Say development in artificial diet at differently consumptional
rates. (Laboratory experiments in percentage, 2019 y).

Ne | Consumption rates of the 2 Survival of various stages of
components of the diet, o+ development of the bracon =
% £% generation,by days S
<) (=]
€99 g2 |pupa imago g
) £
° 'g @ =
585 a8
09— =
95 R 5t
oL < Lo
T+ 8 - g
=
2e¢8 <
329 ns
1 A 73,5 1,9+0.02 |5,3+0.05(4,2+0.03 (6,4 [12:18
A1 A2 A3
45.+0.07 | 35+0.03 |20+0.05
2 |B 85,8 2,2+0.03 [5,1+0.09 |4,4+0.04 |8.5 |6:24
B 1 B2 B3
52+0.05 |30+0.08 [18+0.03
3 |C 92,5 2,3+0.04 |5,4+0.07|4,8+0.05 |4,3 |14:16
C1 C2 C3
55+0.09 |25+0.05 [20+0.04
C (Control) 98,5 2.2 5.1 5.3 12.5 |37
Cotton-plant wormand waxmoth’s
maggots

By the first diet (A) wax moth
hemolymph (A)) 45 %, chicken yolk (A,)
35 %, natural milk (A,) 20 %. By the
second diet (B) wax moth hemolymph
(B,) 52 %, chicken yolk (B,) 30 %, natural
milk (B,) 18 %. By the third diet (C)
cotton-plant pupa hemolymph (C)) 55
%,chicken yolk (C,) 25 %, natural milk
(C,) 20 %. (table 3).

The type of Bracon heberor Say is
used to damage diets with bracon, this
type is considered as a resistant towards
extreme conditions. In the most conve-
nient condition is separated for each of

the species to develop by damaging diets
with bracon and in this manner thermo-
stat is put.Hurting types of bracon with
diets should consist of 26-28 °C, 75-85 %
in relative humidity. It was hurted with
bracon generations cotton-plant’s pupa
and wax moth maggots at the age of
4-5 in order to compare between bracon
generations and maggots in all diets.
Above mentioned versionshave been
done repeatedly more than thousand
times for 3 years and improved artificial-
ly-created maggots as well as selected
efficient diet.
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According to it on the first diet (A)
hurting degree with bracon generations
is about 73,5 %,it took 11,4 days period
of time from eggs to imago.The survival
of imagos is approximately 6,4 days.
This was the time it took for the larvae
to emerge from eggs was 1,9 days,the
larval period was 5,6 days,pupa’s period
was 5,2 days. The sexes which flew out
of diet were at the number of proportion
for male:females (J: @) (developed in
one artificial maggot) 12:18. To the next
diet (B)the degree of damaging with the
bracon generations was 92,15%. It took
2,2 days to emerge larvaes from eggs,in
diet larvaes developed till 5,3 days then
changed into pupa.It took approximately
11,7 days period of time that was spent
from egg to imago. Pupa’s period con-
tinued 5,5 days, the sexes of bracons
which flew out artificial maggots were
male: females proportion (J: 9) (devel-
oped in one artificial maggot ) was 6:24.

The survival of imagos included about
days. .
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Parallel programming has been devel-
oping for more than 50 years (for comput-
er standards it is quite a long period) and at
the moment it is almost a mass profession.
Moreover, very rapid development of vari-
ous electronic technologies caused appear-
ance of a huge number of commercial su-
percomputers on the market that are suc-
cessfully used to solve many problems in
science (for example, mathematical mode-
ling) and industry (bank tasks, complex
technical devices managing, etc.). As for a
single processor computers, they have un-
dergone rather greater changes than less,
so their functional devices have started
using parallelism in one way or another a
long time ago.

Till these days a large number of par-
allel programming problems have not
found a good solution in modern theo-
ries, languages, systems and technologies
of parallel programming. For this rea-
son, parallel implementation of the algo-
rithms encounters significant difficul-
ties. The development, debugging and
maintenance of parallel programs are
very difficult. There are common situa-
tions when a long and correctly working
program suddenly gives erroneous re-
sults. Of course, such situations are pre-
sent in sequential programming. How-
ever, in parallel programming, such
problems are exacerbated by the addi-
tional need to program and control in-

terprocess communications correctly
(pithy and in time), which is very diffi-
cult for a person to do (like any other
actions in time). A parallel program is a
system of interacting processes without
rigidly fixed execution order, which is
the reason of the non-determinism of
calculations, which appears, for example,
when at each program execution, its pro-
cesses are executed, if summarized, in a
different order and because of this, if an
error occurs, it is difficult to repeat the
error situation for its localization. Each
operation of the wrong working program
may produce a different result. It is ex-
tremely difficult to detect such errors.
Therefore, in parallel programming lan-
guages, it is reasonable to try to prevent
a large non-determinism or limit it with
some strictly defined frameworks [1].
Parallel programs must have special
dynamic properties (customizability for
all available resources, portability in the
multicomputer class, dynamic balance of
loading, dynamic accounting of task
properties), which are not relevant for
sequential programs. As a result, the cur-
rent system-wide software and program-
ming systems turned out to be poorly
suitable for creating parallel programs,
and the complexity of parallel program-
ming appeared more than enormous.
When it comes to programs with dy-
namic properties, it is not a secret that
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they can be debugged indefinitely. Defi-
nitely there are a considerable number of
tasks that are relatively simple to pro-
gram for execution on multicomputers,
but still it’s quite difficult to parallelize
and program most of them. In addition,
as practice shows, there is a quite small
number of ready-made algorithms that
will be suitable for a good parallel reali-
zation [2]. All of the above makes paral-
lel programming an occupation only for
people who are well educated in mathe-
matics (especially discrete one) and
properly trained in the necessary tech-
nologies, who also have knowledge of
operating systems, programming sys-
tems, the architecture of modern proces-
sors, computers and multicomputers,
and the ability to program.

At the present, parallel programming
systems based on MPI (Message Passing
Interface) are the most common. The
idea of MPI is initially simple and obvi-
ous. It assumes a parallel program pres-
entation in the form of many parallel
processes (process programs are usually
developed in the usual sequential pro-
gramming language like C or Fortran)
that interact with each other during ex-
ecution to transfer data using the com-
munication procedures, which make up
the MPI library. Nevertheless, the proper
implementation of MPI to provide inter-
processor communications proved to be
enough difficult. Such complexity is as-
sociated with the need to achieve high
performance of programs, the need to
use numerous multicomputer resources
and, as a result, a wide variety of the al-
gorithms for the implementation of

communication procedures depending
on the data processing mode in the pro-
cessor elements of the multicomputer. At
the same time, data transfers between
program processes should be carried out
regardless of where and on which pro-
cessors the interacting processes are ac-
tually located. Another source of com-
plexity is the consideration of the data
transfer between processes features in
the implementation of communications.
The better features of the equipment and
the data processing mode in the proces-
sor elements are taken into account the
better parallel program is. The less ac-
counting is, the more general algorithms
are used to implement communications
and so the worse the quality of data
transmission by time [3]. Programming
using MPI turned out to be a deceptively
simple thing. It is deceptive, because
there are examples of elementary obvi-
ous parallel programs consisting of liter-
ally two to three dozens operators that
contain hard-to-detect errors. And worst
of all, these programs work correctly or
plausibly (especially during tests), so er-
rors are detected, as a rule, at the most
inopportune moment.

In total, the most important thing is
to remember that mistakes made in the
early stages of creating parallel programs
are irreparable in the subsequent ones.
For example, a bad chosen algorithm for
solving a problem cannot be fixed with
good programming and, in particular, a
sequential algorithm cannot be executed
in parallel. Thus, maximum efforts to
solve the problem should be applied at
the very beginning. Besides, it is neces-
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sary to bear in mind that unsuccessful
programming of parallel executable al-
gorithm can repeatedly worsen the qual-
ity of the solution of a problem com-
pared to an average good program.
Therefore, knowledge of parallel pro-
gramming methods and understanding
of the problem are so important.

1.

2.
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Introduction and Problem statement

Deep Learning techniques have re-
cently enabled researchers to successfully
tackle low-level perception problems in a
supervised learning fashion. In the field
of Reinforcement Learning this has trans-
ferred into the ability to develop agents
able to learn to act in high-dimensional
input spaces. In particular, deep neural
networks have been used to help rein-
forcement learning scale to environments
with visual inputs, allowing them to learn
policies in testbeds that previously were
completely intractable. For instance, algo-
rithms such as Deep Q-Network (DQN)
have been shown to reach human-level
performances on most of the classic
ATARI 2600 games by learning a control-
ler directly from raw pixels, and without
any additional supervision beside the
score. Most of the work spawned in this
new area has however tackled environ-
ments where the state is fully observable,
the reward function has no or low delay,
and the action set is relatively small. To
solve the great majority of real life prob-
lems agents must instead be able to han-
dle partial observability, structured and
complex dynamics, and noisy and high-
dimensional control interfaces.

Google’s Artificial Intelligence re-
search group, DeepMind recently released
a python APIL, pySC2 for the popular Real
Time Strategy (RTS) computer game,

StarCraftII [1, 382]. After successfully
conquering the boardgame, Go, with their
AlphaGo program, DeepMind has set
their sights on the next big challenge for
AT systems in attempting to train these
systems to learn how to compete with
world champions in the increadibly com-
plex world of StarCraft.

Real time strategies problem

Real-time strategy (RTS) games have
historically been a domain of interest of
the planning and decision making re-
search communities. This type of games
aims to simulate the control of multiple
units in a military setting at different
scales and level of complexity, usually in
a fixed-size 2D map, in duel or in small
teams. The goal of the player is to collect
resources which can be used to expand
their control on the map, create build-
ings and units to fight off enemy deploy-
ments, and ultimately destroy the oppo-
nents [1, 384]. One of the reasons the
game is so hard is that playing it well re-
quires thinking and acting on different
levels of abstraction. The game requires
resource collection management, build
order scheduling, prioritizing technolo-
gy development, exploration, micro-
management of troops as well as overall
strategy and ways of deducing and coun-
tering the adversary’s strategy. Trying to
build an AI that can do all this well is
very very hard.
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Purpose of the work

As current Rl algorithms require deep
learning with back propagation and
SC2 has lots of states that can dramati-
cally the learning is dramatically slowed
down. It is needed to speed up existing
algorithms to use with less powerful com-
puters leveraging reasonable amount of
resources. I tried to reproduce Deep-
mind’s results on more limited hardware.

Learning environment

During the research PYSC2 environ-
ment was used. The StarCraft II API al-
lows programmatic control of StarCraft
II. The API can be used to start a game,
get observations, take actions, and review
replays. This API is provided in a limited
headless build that runs on Linux espe-
cially for machine learning and distribut-
ed use cases. Python wrapper was used
along with the environment. PySC2 de-
fines an action and observation specifica-
tion, that can be used to use as is without
processing of game screen. The game
outputs are both spatial/visual and struc-
tured elements representing user resourc-
es, amount of army etc.

Problem solution and Results

This section provides overview of se-
lected agent architectures and comparable
results of work.

The learning algorithm used is the
same as in the original paper differing
with the method of learning parameters.
As an alternative to the asynchronous
implementation [2, 77], it was imple-
mented a synchronous, deterministic im-
plementation that waits for each actor to
finish its segment of experience before

performing an update, averaging over all
of the actors. One advantage of this meth-
od is that it can more effectively use of
GPUs, which perform best with large
batch sizes. This algorithm is called A2C
[3, 38], short for advantage actor critic.

Agent architecture

The agent has preprocessing of input
data. I embed all feature layers containing
categorical values into a continuous space,
which is equivalent to using a one-hot
encoding in the channel dimension fol-
lowed by a 1 x 1 convolution. This is done
to reduce the dimensionality of input as
some features such as unit type can have
up to several thousand value options. I
also re-scale numerical features with a
logarithmic transformation as some of
them such as hit-points or minerals might
attain substantially high values.

The agent used is FullyConv agent
with some improvements in output layers.
The network proposed has no stride and
uses padding at every layer, thereby pre-
serving the resolution of the spatial infor-
mation in the input. For simplicity, we
assume the screen and minimap inputs
have the same resolution [3, 38]. We pass
screen and minimap observations
through separate 2-layer convolutional
networks with 16, 32 filters of size 5 x 5, 3
x 3 respectively. The state representation
is then formed by the concatenation of
the screen and minimap network outputs,
as well as the flat feature vector, along the
channel dimension. Flat feature vector
includes observations about user state,
such as player_id, minerals, vespene, food
used (otherwise known as supply), food
cap, food used by army, food used by
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Figure 1. MoveToBeacon mini game rewards over training process. Vertical axis stand for
game reward and horizontal one is the number of episodes.

workers. Likewise game steps added to
flat features to stimulate agent to perform
faster as it takes more time to learn only
on sparse rewards. To compute the value
and policies over categorical (non-spatial)
actions, the state representation is first
passed through a fully-connected layer
with 256 units and ReLU activations, fol-
lowed by fully-connected linear layers.
These linear layers represent action types
and action parameters. For example,
move_camera action takes minimap
point as a parameter while select_rect
used for army selection requires three
parameters: flag showing necessity to add
to existing selection and two points on
screen. Thus, non-spatial output has mul-
tiple layers which are distribution over
actions along with distribution over each
parameter type options [4, 88]. Finally, a
policy over spatial actions, points on map,
is obtained using 1 x 1 convolution of the
state representation with a single output

channel.

The approach used to choose action is
Boltzmann exploration. Instead of always
taking the optimal action, or taking a ran-
dom action, this approach involves choos-
ing an action with weighted probabilities
[4, 90]. This way the agent can ignore ac-
tions which it estimates to be largely sub-
optimal and give more attention to poten-
tially promising, but not necessarily ideal
actions. In line with the human UI, I en-
sure that unavailable actions are never
chosen by an agent. To do so I mask out
the function identifier such that only the
available subset can be sampled. I imple-
ment this by masking out actions and
renormalizing the probability distribu-
tion available ones.

Training process

DeepMind mean scores are their best
individual scores after 100 runs for each
game, where the initial learning rate was
randomly sampled for each run. I use a
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Table 1.

Minimap resulting scores

Map This agent Deepmind
MoveToBeacon 26 26
CollectMineralShards 102 103
FindAndDefeatZerglings 43 45
DefeatRoaches 90* 100
DefeatZerglingsAndBanelings 42* 62
CollectMineralsAndGas 3340 3978
BuildMarines 0.55 3

constant initial learning rate for a much
smaller number of runs due to limited
hardware. All agents use the same Fully-
Conv agent. With default settings (32 en-
vironments), learning MoveToBeacon
well takes between 3K and 8K total epi-
sodes. This varies each run depending on
random initialization and action sam-
pling. On computer with Nvidia GTX
1060 and Core i7 6700 it takes about
2 hours to train this minimap.

Results

In DefeatRoaches and DefeatZergling-
sAndBanelings the result is not stable
with standard deviation of 40 and 120 re-
spectively. It took 5 runs to get the score
for DefeatRoaches reported here. Also the
scores for those are still considerably
worse than Deepmind scores. It might be
due to no hyperparameter tuning.

Conclusions

To sum up, the work was successful as
I managed to reproduce the results of
original paper with much less computa-
tional resources. Still there is a plenty of

opportunities to improve existing solu-
tion. It can be done either with alternative
algorithms such as PPO [5, 146], using a
specially preprocessed reduced set of fea-
tures or alternative approaches, such as
hierarchical reinforcement learning [7,
67] or Auxiliary Tasks [6, 45].
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I. Introduction and Problem statement

In today’s economic environment, the
development and implementation of new
technologies is especially important for
the successful competition of companies.
An important element in making invest-
ment decisions for technological projects
is to evaluate their effectiveness. As the
market of the purchase/sale of new tech-
nologies exists and functions, there is a
need to determine the value of the devel-
opment.

Estimating the cost of technology is
needed to analyze the profitability of cur-
rent and future technological projects and
the feasibility of investments.

The ability to estimate the potential
benefits and losses from the project in the
early stages, to analyze possible scenarios
of the development of events becomes
very important.

Before the formation of valuation
models, the cost of the software product
was estimated according to the “thumb
rule”. According to it, the created applica-
tion was often limited by a certain field of
activity, where experts exist [1, 375].
These specialists could tell with some de-
gree of certainty what size of the generat-
ed code and its cost will be. Used in most
cases, this rule often was not suitable for
atypical development projects. Also eval-
uation by analogy was actively used - the

data was taken from a similar, successfully
completed project and shifted to a new
project. Of course, the degree of reliability
of such assessments was very low. As the
number and size of software projects in-
creased, the scope of their valuation also
began to expand. Experts working in the
field of software project management be-
gan to determine the general tendencies
and rules of valuation that were actively
used in their work. Having accumulated
material on a sufficiently large number of
projects, they tried to derive formulas for
estimating the cost. Of course, the risk of
inaccurate calculations remained high,
since the limits of the rules could only be
determined after a while, with the in-
crease in the number of projects on which
these rules were checked [1, 377].

The beginning of intensive studies in
the field of cost estimation modeling
dates back to 1965-1966, when EA. Nel-
son, a member of the System Develop-
ment Corporation (SDC), who carried
out a study on calculating the cost of
software for the US Air Force, published a
work entitled “A Handbook for Managing
Cost Estimates for Programming’.

Since that time, a lot of models for es-
timating the cost of software have ap-
peared, including some of the most wide-
ly used valuation models — SEER-SEM,
SLIM, COCOMOI1, 381].
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Nevertheless, it is equally important to
be able to estimate the competitive price
of a product within the existing software
market, that is not allowed in existing
evaluation models. For this purpose, the
use of assessment methods with the abil-
ity to study is the most appropriate -
these are updated methods of evaluation
by analogy with the subsequent training
using artificial intelligence techniques
(such as neural networks) [1, 393].

The value of neural network model-
ling techniques in performing complicat-
ed pattern recognition and non-linear es-
timation tasks has been demonstrated
across an impressive spectrum of applica-
tions.

This study uses backpropagation arti-
ficial neural networks to examine wheth-
er they are capable of adequately captur-
ing software cost complexities in their
weight space, to enable them to make ac-
curate estimates [1, 396].

II. Problem solution and Results

Data collection

The input for this task is a set of open
information about the software of a cer-
tain type. Because of the openness crite-
rion, it was decided to choose mobile
apps for Android, full information of this
type of software is available on an open
source Google Play Market. Several APT’s
for access to data were considered:

« Google Play Unofficial Python API
(https://github.com/egirault/goog-
leplay-api)

o Python Android Market Library
(https://github.com/liato/android-
market-api-py)

o 42matter (https://42matters.com)

The third option was the most suitable
for this prediction task, because HTTP-
request GET that POST of this RESTful
API allows to get all the meta-data of any
application in a convenient for the next
processing format JSON [2, 235].

The following characteristics of the
application were chosen as features for
the training set: rating, number of ratings,
number of downloads, number of re-
views, in-app purchases, number of sup-
ported languages. The dependent charac-
teristic, which is called the target variable,
is the price of the application.

After the data is collected, it must be
prepared. This stage is called preprocess-
ing. The main task of preprocessing is to
display data in a format suitable for learn-
ing the model. For this purpose, unneces-
sary information was deleted and all data
was normalized [2, 26].

Neural network model

For this study, backpropagation artifi-
cial neural network models were used.
Backpropagation networks are the most
generalized neural networks currently in
use and this approach was chosen in pref-
erence to Hopfield and Kohonen net-
works. As software development estima-
tion is not a time series problem, ap-
proaches such as finite impulse response
(FIR) and recurrent networks were not
considered [2, 84].

The backpropagation network re-
quires data from which to learn. To learn
the network calculates the error, which is
the difference between the desired re-
sponse and the actual response, and a
portion of it is propagated backward
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through the network [3, 76]. At each neu-
ron in the network the error is used to
adjust weights and threshold values of the
neuron, so that at the next epoch the error
in the network response will be less for
the same inputs[3, 78]. This corrective
procedure is called backpropagation and
is applied continuously for each set of in-
puts or training data. The training data
should consist of as much relevant data as
possible. In practice one does not usually
have the luxury of a perfect training data
set [4, 106].

For this project the data were divided
into three sets. The training set, the test
set, and the validation set. The data for
each category were randomly chosen, ex-
cept that the data in the test and valida-
tion sets was not allowed to be larger or
smaller than the largest and smallest fea-
tures respectively in the training set. This
was done so that predictions were not
made outside the data range on which the
network had been trained.

The inputs were rating, number of rat-
ings, number of downloads, number of
reviews, in-app purchases, number of
supported languages [4, 108]. The target
against which the network was trained
was the price of the application in the
training set. The accuracy of the price es-
timate was taken as the Root Mean Square
Error (RMSE).

To try and improve the network per-
formance, the learning rate and momen-
tum were varied, as was the network ar-
chitecture. Models with one through to
six hidden layers were developed. Con-
sistently the models with just a single hid-
den layer performed better, while the

models with multiple hidden layers in
many instances did not converge. Various
activation functions were tried, and the
popular sigmoid function consistently
gave the best results [4, 112].

There is no clearly defined theory
which allows for the calculation of the
ideal parameter settings and as a rule even
slight parameter changes can cause major
variations in the behavior of almost all
networks. It is through a process of trial
and error and experience that settings are
selected which will result in a reduced
average prediction error. The settings of
the learning rate and momentum control
the way in which the error is used to cor-
rect the weights in the neural network for
each training case. When the learning rate
is set to high values there is the possibility
of unstable behavior, as evidenced by
widely varying average error values [4,
114]. When the learning rate is set lower,
the possibility of unstable behavior is re-
duced, but training times are increased
and there is a greater probability of get-
ting stuck in local error minima. The
higher the momentum, the larger the
percentage of previous errors that is ap-
plied to the weight adjustment in each
training case. For example, when the mo-
mentum is set at 0.5, then 50 percent of
the weight adjustment will be due to the
current error and 50 percent will be the
weight adjustment applied in the previous
case. For this set of data a learning rate of
0.1 and a momentum of 0.7 gave good
results [2, 301].

The average training error reduced
steadily as the network trains, as is the
prediction error. For this network, the
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average of the prediction error was ob-
tained at about 2000 iterations. With fur-
ther training the training error is further
reduced, but the network does not gener-
alize well, and from this point the average
prediction error increases. The reason for
this is that the network tends to curve-fit
the training data, giving a low average
training error.

Analysis of data

Network models were developed with
various combinations of inputs selected
from the attributes mentioned above. The
results were ambiguous, because predic-
tion errors were erratic. An examination
of the results showed that the network
overestimate the price of the application
with lower rating and worse indicators, as
well as underestimate price of the applica-
tion with higher rating. For the remaining
applications, the estimated price was
more accurate [2, 328].

ITI. Conclusions

Within the collected data set, back-
propagation artificial neural networks ap-
pear to indicate the potential to be devel-
oped into good software price estimation
models. The model is not difficult to de-
velop and has the flexibility of being able
to incorporate additional attributes as in-
put if special circumstances warrant their
inclusion [5, 127]. Neural networks have
the ability to capture knowledge of the
complex interrelationships in their weight
matrix to enable them to make predic-
tions. Further research will be conducted

to use larger set of training examples, that
covers all possible values of software char-
acteristics. It will allow to make training

networks more stable. Also semantic

analysis of application reviews is of inter-
est. This type of analysis can provide an
opportunity to identify positive and nega-
tive references in order to better prioritize
applications [5, 127].
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Diagnostics of the distribution of elec-
trical conductivity over the surface of an
object and in depth is one of the primary
tasks in material science. One of the most
promising tools in this area for determin-
ing the profile of o or tgd is the Scanning
Microwave Microscope (SMM). The oth-
er more scientifically and technically ad-
vanced tools like Scanning probe micros-
copy, such as the Atomic-Force Micro-
scope (AFM) and the Scanning Tunneling
Microscope (STM) do not allow measur-
ing the electrophysical properties of the
studied elements. Scanning capacitive mi-
croscopy (SCM) also practically does not
allow to study the characteristics of semi-
conductors and dielectrics associated
with electrical conductivity, in particular.
Since CSM probes the material to the
depth of the Debye shielding.

The main distinguishing feature of
SMM in comparison with AFM, STM and
SCM is multi-parameter diagnostics. Us-
ing the aforementioned tool, it becomes
possible to obtain information about the
surface profile of the studied object, its
electrophysical parameters, as well as spe-

cific parameters inherent in materials of
different structures, which are derivatives
of e and tgd [1, 2].

Diagnostics of the distribution of electri-
cal conductivity or tgd is most in demand in
the production of semiconductor micro-
electronics elements. As it's known, in the
manufacture of silicon wafers, the degree of
roughness of their surface is quite low. In
it's turn, the value of dielectric constant in
the volume of this material also does not
change. One of the most important param-
eters of silicon, which can be changed dur-
ing production, is electrical conductivity.
Therefore, the determination of the distri-
bution profile for this parameter is the most
necessary one. For these purposes, in the
SMM it is preferable to use resonance
probes (RP) as the primary measuring
transducer, since the Q factor of the resona-
tor or its change strongly depends on the tgé
of the material under study [2].

However, as it shown in [2, 3], when
measuring fundamental signals in the

SMM %Q and A/‘,—f depending on o or tgo,

s
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Figure 1 — Invariance of combined signals to the distance between the tip and the sample

the obtained dependences need recon-
struction. As it was shown in [3], they are
influenced during measurement by such
factors as: change in the gap between the
probe and the sample hz due to roughness
of the surface of the object; the shape of
the tip is intermediate between spherical
and conical; the error in measuring the
radius of the tip R1t. All of these factors
are interfering. Yet, as shown in [3, 4, 5],
taking the ratio of these signals, namely

AQ,
Qfo

it is possible to obtain a signal

that will be invariant to the above men-
tioned factors.

As shown in Fig. 1, the combined sig-
nal may be determined by various rela-

. . . Q Af
t . In th , 1 /=-and
ions. In this case, signals 2 an
A A

Q /== / have a value of the same order,
Q&

but of a different nature in the region hz
<RIt.

The amplitude of the combined signal

Af Q Af
AQ) /=~ much lower than —/=-
o Q; fo
A
and QQ Tf Therefore, the accuracy of

emphasizing this signal in practice will be
significantly lower at low tgd value of the

material. And taking into account that the
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Af
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has a sub-

stantially nonlinear character [5] at low

tgd values, further studies are related only
AQ

to the signal —=/ A—f
Q, /

In practice, factors of electronic origin
are added to interfering factors of an elec-
trodynamic nature. These include chang-
ing the parameters of the microwave gen-
erator, detector, automatic frequency con-
trol system (AFC) or replacing them in
case of failure. But, if we take into account
that the primary signals of the measure-
ment information Q and Af/f in the
modulation AFC are emphasized as ana-
log signals at the modulation frequency
(U, and at the doubled modulation
frequency (U,,,) respectively, then from
relation (1) we can obtain a signal that

will be invariant as to interfering factors
of electrodynamic origin, and electronic.
A S AL AL A0
Q) fi GO S
As can be seen from the figure, the
suppression of the influence of such an
interfering factor as the gap between the
tip and the sample takes place. But, for
tgd=>0.1 and €210, the invariance non-
fulfillment region including the zero gap
value hz expands with an increase in the
tip radius R1t.
Thus, we can conclude that only with
a tip of radius R1t = 1 um and object pa-
rameters tg8>0.1 and €210, which ensures
a high degree of field evanescence in the
object, invariance is observed in the entire
studied range of values of hz. In other
cases, it can be violated, and will be per-
formed in separate areas of the gap values.
Nevertheless, the implementation of
the invariance of combined signals to in-
terfering factors is a rather necessary task
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in microwave local diagnostics, since in
addition to eliminating the influence of
the so-called interfering factors - the
prospect of measuring the conductivity
profile or tgd of the sample opens up
without complicating the task of 2 param-
eter control.
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[lo cocoby opraHusanmyu TEPPUTO-
pun n1€CHOro IUTOMHMKA N xapaKTepy
TEXHOJIOTMYECKOTO IIPOLjecca, KpoMme
KIaCCniIeCKmx HpHMOyFO}IbHI)IX, BbIEIIA-
10T KPYrOBble U IOTIONOTOBbIE JIECHDIE
NUTOMHMKHU. KpYyroBble JECHBIE TIUTOM-
HVKNM VMMEIOT IUIOLIAAb B BIOEC JJIJIMIICA
VIV KPYyTa, B LIEHTPEe KOTOPOTO U [0 Kpa-
SIM COXPaHSIETCS eCTECTBEHHOE HaCAKje-
Hue. Takasa Oopranmsanusa TEPPUTOPUN
[O3BOJISIET BBIPALIMBATH I1OCA/[OYHBIN
MaTepuan B yCIOBUsAX Gormee GMM3KUX K
JIECHOIT cpefie M 130eXaTh TPYJOEMKIUX
paboT Mo OTeHEHMIO TIOCEBOB.

HOI[HOTIOI‘OBble prFOBbIe IINTOMHMN-
KIn OpFaHI/ISYIOT JJ1A BbIpalllVIBAHUA I10-
CaJI0YHOTO MaTepuarna ¢ yIy4diueHHOI Ha-
CTIENICTBEHHOCTDIO, OHAKO MMEIOT He Bbl-
COKUM ypOBeHb MeEXaHM3aluumn TEXHOJIO-
HpOIleCCOB BBUAY
PACIIONIOXKEHMS TOCEBHBIX CTPOK MO KPY-

TUYECKUX

Ty W S7mncy [1].
[l pelueHnsi MOCTABIEHHON MPO-
671eMbI 1 TIOBBIILIEHVISI YPOBHS MEXaHM3a-

L) [I0CEBA CEMSIH B JIECHBIX KPYTOBBIX
IMTOMHMKAX ObIT IIPOBEMleH aHAIN3 Cy-
I[ECTBYIOUUX CEesIOK JUIA KPYTOBBIX IN-
TOMHUKOB (ABTOpCKOE CBU[ETENbCTBO
CCCP Nel1563612 «YuuBepcanbHasi po-
TOpHAsi MpPOINAIIHAs IINPOKO3aXBATHAS
cestika» [2] u ITarent P® Ha msobpere-
Hue Ne 2119278 [3]) u paspaborana Ia-
rarolas cesyKa /sl KPyroBbIX MUTOMHM-
KOB 1 IIOfJaHa 3as1BKa Ha u300OpeTeHue.

CornacHo ABTOPCKOMY CBUJETENb-
ctBy CCCP Nel1563612 puc. 1) yHmBep-
cajIbHasi pOTOPHAas IPOIALIHAS IIMPOKO-
3aXBaTHasA CesdlKa COCTOUT M3 PaMbl C
YCTQHOBJICHHBIMM Ha Hell CeMEeHHBIMMU
OyHKepaMy, IIAPHUPHO COENUHEHHBIX C
HVIMU [OBOJKOB-CEMSIIPOBOOB C CEMEH-
HBIMI KaMepaMIl, POTOPOB, YCTAHOB/IEH-
HBIX Ha IIOJION OCY, Pa3[e/leHHON Ha I10-
JIOCTY TIOBBIIICHHOTO I TOHVDKEHHOTO
[aBJIeHMs BO3AYyXa.

PoTopbl cHaG>KeHBI ITOCA/JOYHBIMI OP-
raHaMM, YCTAHOB/ICHHBIMU B LVJIMHAPU-
YeCKMX BTY/IKaX C BO3MOXXHOCTBIO pajiu-
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PucyHok 1 — YHuBepcanbHasa potopHas
nponaluHasi LuMpoko3axBaTHasi cesrka

anpHOro mepeMemteHus. Ilocajounble
OpraHbl CHAOGXKEHBI MONBIDKHBIMU ITOCA-
TOYHBIMM Trajbliamu. [Ipu nBVO>KeHUM Ce-
SUIKM POTOPBI, B3aMMOJEICTBYA C IIO-
YBOJI, EPEKaThIBAIOTCSA MO Heil U Toca-
TOYHBIE OPTaHbl 3aTMYONAIOTCA B IOYBY
Ha 3aJIaHHYI0 DIYOMHY 3aJe/IKM CEeMSH.
[TpencraBieHHass Ces/IKa MMEET CIIOXK-
HYI0 KOHCTPYKIMIO JI 9HEprosaTparHa B
9KCIUTyaTalVIM.

Ilararomas ceanka (ITatenr P®
Ne2119278 «Ilararomiast cesinka», puc. 2)
UCIOIb3YeTCsT [/IsL CTPOYHO-TYHOUHOTO
II0CEBA XBOJHBIX ITOPOJ, HA 3aX/IaMJIEH-
HBIX HOPYOOYHBIMU OCTATKAMU CBEXIX
BBIpYOKax (mecocekax) 6e3 IpemBapiu-
TEJIbHOIT TIOITOTOBKY ITOYBHI BO BCEX JI€-
COPACTUTENbHBIX 30HaX.

Ona mpocra B akcmmyaTauuu. Ee
MOYKHO HaBeNIMBATb Ha BCe TUIIBI TPaK-
TOPOB, YTOOBI OHa JBUIA/NACH IO CIIENY
TPaKTOpa, YTO YBEIMIMBALT €€ IIPOXOLN-
Mocth. Illarapmas cesjKa COREPXKUT
pamy, lLIecTepeH4aTblil AMUCK, BBICEBAIO-
Ijee yCTPOICTBO B Bufe OapabaHa c ce-
MEHHOJ KaMepol, Ha LVJIMHJPUYECKON
MIOBEPXHOCTM KOTOPOTO PaBHOMEPHO B
OJIHOJI BEPTUKAIbHOI IJIOCKOCTHU 3aKpe-
IUIEHBI IIOCEBHbIE MaJIbIIbI C PAfMaTbHbIM
yrmoM Mexay coboit 60°. Kaxxnprit marery

1600 -2000

—

—_—

PucyHok 2 — lllaratowas cesanka

BBIITOTHEH B BHJE [BYX YCTaHOBJIEHHBIX
ofiHa B Apyryio Tpy6. BHyTpeHHss Tpyba
3akperieHa Ha Gapabane. IIpocTaBieH-
Has ces/IKa He IpeJHa3Ha4YeHa Jyid pado-
TBl B OPTaHM3OBAHHBIX JIECHBIX IUTOM-
HUKaXx.

L7t moceBa ceMsiH B JIECHBIX MEXaHM-
3MPOBAHHBIX KPYTOBBIX IMTOMHIUKAX
6b1a paspaboTaHa KOHCTPYKI IIArako-
et cesnku (puc. 3) M HofiaHa 3asiBKa Ha
MIaTEHT.

[Mararomass cesnka (puc.3) umeer
pamy 1 ¢ )KecTKO 3aKpeIlIeHHbIMI Ha Heill
CTOJIKaMM 2 B KOTOPbIX Ha IOIyOCAX 3 ¢
BO3MOYXHOCTBIO CBOOOJIHOTO BpalleHus
YCTaHOBJIEHBI BHICEBAIOILVIE YCTPOVICTBA 4.

BriceBaromiee ycTpoiicTBo 4 puc. 4)
BBIITOTTHEHO B Bufe GapabaHa 5 ¢ ceMeH-
HOJl KaMepoil, Ha LMIMHIPUYECKOIN II0-
BEPXHOCTY KOTOPOTO PaBHOMEPHO B Off-
HOJ BEPTUKAJIbHON IIJIOCKOCTU Yepes
paBHOe pacCTosiHME B OTBEPCTUSIX
6 yCTaHOBJICHBI IIOCEBHbIE MaJIbIIbI 7, 4 Ha
crmiax 8 )KeCTKo 3aKpervieH 060z 9 ume-
omuit orsepcTua 10 moj IOCEBHbIE
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PucyHok 4 — BbiceBatoLLee yCTPOWCTBO: a) rmaBHbIi BUA, 6) BUA cOOKY.

Ia/IbLibl 7 ¥ OCHAIIEHHBII TPYHTO3allemna- Kaxxpplil moceBHOIT maser 7 puc. 5)
mu 11. BoiceBarolee ycTpoiicTBO 4 B 60-  BBIIIO/NHEH B BUJie CTaKaHa C yIopoM 14 u
KOBOJl 4YaCTM OCHAIEHO 3arpy304YHBIM OTBepcTyeM 15 B GOKOBOIT 4acTH U OCHA-
oTBepcTueM 12 ¢ Kpbikoi 13. IleH YHIOPHOI 11ait60i 16 ¢ MOAIpy>Ku-
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PucyHok 5 — NocesHon naneu,

HeHHOI Kpbimkol 17. IloceBHoit maner
7 yCTaHOBJIEH B oTBepcTMu 6 HGapabana
5 I10 CpefiCTBaM NPYKuH 18.

[Tararomas cesnka paboTaeT Clemyo-
MM 06pasom.

[Tepen HauasoM paboTBIl Ha pamy
TpakTopa 1 piuc. 3) Mo cpefcTBaM CTOEK
2 yCTaHaBIMBAID HEOOXOAMMOE YUCIIO
BBICEBAIOINMX YCTPOMCTB 4 PaBHOE KOJIN-
4eCTBY CTPOK II0CEBA M 3aIPY>KAIOT CeMe-
Ha B CeMEHHble KaMephbl BbICEBAIOIIETO
yCcTpolicTBa 4 4epes orBepcTus 12 puc.
4). Tlocme 3arpysku ceMsiH OTBepCTHUsA
12 3akpbiBaroT Kpblmkamu 13. [lanee ma-
rarolias Ces/IKa yCTAHABIMBAETCS Ha I10-
CEBHYI0O IOJIOCY ¥ TPaKTOp HadMHAET
IBIUDKEHME.

B npornecce gBOKeHMA TPAKTOpa BbI-
ceBalollee YCTPOWCTBO 4 MCIBITHIBASA CO-
NpOTHUBJIEHME TPyHTa HadYMHAET IO
CpencTBaM KOHTAKTa IOYTHI C TPyHTO3a-
nernamMu 11 nmposopadympaeTcsa Ha IONY-
ocax 3. B mpornecce BpalieHusa BbICeBa-
IOIIET0 YCTPONMCTBA 4 IIOCEBHON IIazer
7 BCTpeYasACh C MOBEPXHOCTbIO IOYBBI

Ha4YMHAEeT BXOAUTH BHYTPb CEMEHHOIN
KaMepsl 6apabaHa 5, Ipu 9TOM HOAIPY-
JKMHEHHas KpbIlKa 17 puc. 5) HadyMHaeT
3aKpbIBaTh BBIXOJHOE OTBEPCTHE ITOCEB-
Horo nanbua 7. Ilpu BepTuKanbHOM IO-
JIO)KEHUU ITOCEBHOTO TIajlblia 7 IPOUC-
XO[UT IIOJIHOE 3aKPbITHE KPBIWKN 17 n
BXOXXJIEHM€E ITOCEBHOTO Iajbla 7 B ce-
MEHHYI0 KaMepy, 4TO NPUBOJUT K OT-
KPBITUIO OTBepCTHUA 15 Ha 6OKOBOII CTO-
pone moceBHoro manblia 7. Ilop pmeii-
CTBMEM CMJIBI TSDKECTU CeMsA 4epes OT-
BepcTue 15 momajgaer BO BHYTPEHHIOKW
MIOJIOCTh TIOCEBHOTO manbua 7. Ilpu
JanbHelIeM BpalleHMM BbICEBAIOIEro
YCTPOJICTBAa 4 IOCEBHON naznel 7 IOf
HeICTBMEM NpPY>XUHbBI 18 BBIXOOUT U3
CeMeHHOII Kamepbl OapabaHa 5 Imepe-
KpbIBasi OTBepcTHe 15 Ha GOKOBOIT IO-
BEPXHOCTH, a MOJIPY>XIHEHHAA KPBIII-
Ka 17 mop meiicTBMeM IPY>XMHBI Ha4MHAa-
€T OTKPbIBAaTh BBIXOJHOE OTBEpPCTHE Ye-
pe3 KOTOpOoe IPOMUCXOIUT BbINaJeHe
HaXOJIAIErocs BO BHYTPEHHEI ITOTOCTI
IIOCEBHOTO Majiblla 7 CEMEHM B IIOCEB-
Hyl0 CTpoKy. Hammume ymopa 14 mpe-
MATCTBYET MOTHOMY BBIXOJy TIOCEBHOTO
manblia 7 u3 6apabana 5.

[Tpepno>keHHas KOHCTPYKLMsA IIara-
IOIEN CEANKU ITO3BOMUT IIPOU3BOJUTH
IIOCEB CEMAH PAaBHOMEPHO 4Yepe3 OfiMiHa-
KOBO€ pacCTOSHNME He3aBUCHMO OT Paju-
yca MoBOpOTa IMOCEBHOMN JIEHTHI KPYTOBO-
TO JIECHOTO MUTOMHMKA.
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APPROXIMATING OF SIGNALS. THE FINITE DIFFERENCE
METHOD

Saichyshyna N
Student of Kharkiv National University of Radio Electronics

The article considers the finite difference method, which can be derived by replacing
the derivatives with difference schemes. The main problem of the method is the construc-
tion of the correct difference scheme, which will converge to the solution. The construction
of the circuit is based on the properties of the original differential operator.

Keywords: approximation, difference scheme,differential equation, finite difference
method, Laplace formula, method, signals.

The finite difference method is a numerical method for solving differential
equations based on the replacement of derivatives by difference schemes. It is a grid
method.

It is necessary to introduce the concept of difference schemes. Any equation of the
form (S) for finding the grid function x will be called a difference scheme, and its
(equation) solution, which we will always denote ¢, will be called a difference or grid
solution (equation (S)). The operator Fr will be called the difference operator. Of
course, in this general form, the definition of a difference scheme is in no way
connected with the original Cauchy problem (E) - (C) (equation (O)). At the same
time, if the operator Ft in (S) is defined by formula (2), then the difference scheme (S)
has the most direct relation to problem (E) - (C) (to explain what these words mean is
the purpose of the rest of paragraph).

In the latter case, the difference scheme (S) is called the explicit (difference) Euler
scheme. It is called explicit because its solution can be written out explicitly using
recurrence relations:

(¢1)0 =x0,

()i = (@r)i-1 +tf[ti-1,(¢T1)i-1],i = 1,.., n.

Recall that recurrence relations are the same type of formulas that bind successive
elements of a sequence (it can be a sequence of numbers, functions, etc.).

The idea of the finite difference method (the grid method) has been known for a
long time, from the corresponding works of Euler. However, the practical application
of this method was then very limited due to the huge amount of manual calculations
related to the dimension of the resulting systems of algebraic equations, which took
years to solve. Currently, with the advent of high-speed computers, the situation has
fundamentally changed. This method has become convenient for practical use and is
one of the most effective in solving various problems of mathematical physics.
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TN

N ™ A;

Picture 1 — Grid area

The main idea of the finite difference method (grid method) for an approximate
numerical solution of the boundary value problem for a two-dimensional partial dif-
ferential equation is that:

1) on the plane in region A, in which the solution is sought, a grid region As is
constructed (Picture 1), consisting of identical cells of size s (s is the grid step) and is
an approximation of this region A;

2) the given partial differential equation is replaced at the nodes of the grid As by
the corresponding finite-difference equation;

3) taking into account the boundary conditions, the values of the desired solution
are established at the boundary nodes of the region As.

Solving the resulting system of finite-difference algebraic equations, we obtain the
values of the desired function at the nodes of the grid As, i.e. approximate numerical
solution of a boundary value problem. The choice of the grid domain As depends on
the specific problem, but you should always strive to ensure that the contour of the grid
region As best approximates the contour of region A.

Consider the Laplace equation

~2 -2

cp o

ﬁ{+ﬁ€=& 1)
oxT oy’

where p (x, y) is the desired function, x, y are the rectangular coordinates of the flat
region and we obtain the corresponding finite-difference equation.

2 2
0 a'p
We replace partial derivatives 2 and F in equation (1) by finite-difference
relations: ox Y
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O’p _ plx+s,3)=2p(x,y)+ plx—s.,y)

ox” o

Ll

O'p _ plry+35)=2p(x,y) + p(x,y—s)

oy §
Then solving equation (1) with respect to p (x, y), we obtain:

pl.y) =[p+s5y) Tpx-sy) Tpxyrs) tpx-s)]1/4. @

Having set the values of the function p (x, y) at the boundary nodes of the contour
of the grid region As in accordance with the boundary conditions and solving the re-
sulting system of equations (2) for each node of the grid, we obtain a numerical solu-
tion of the boundary value problem (1) in a given region A.
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POJIb ITIPOCTOPY V BIPTYA/IbHIV PEAJTBHOCTI

Xpamenok JI. O.

BUKIafa4 Kadenpu coljiabHO-IyMaHiTapHOI OCBITH
K3 CymMcbKoro 0671acHOr0O IHCTUTYTY MiC/LAUIVIOMHO] IIelaroriqHol OCBITH

KimrouoBi croBa: BipTyanbHa pealbHiCTb, KibeprpocTip, Megianpocrip, ¢isuanui

CBIT.

Ha panunit MOMEHT MU CIIOCTEPIraEMO
iHTeHCUBHI i IIMOOKI 3MiHM B cepemuHi
BipTya/IbHOI peabHOCTI, sIKi [TOB’s13aHi 3
HOsBOI0 KOMIT'IOTEPIB i IpoljecoM Mare-
MaTK3alil 3HaHb, AKUI IOCTIIHO IIpU-
CKOPIOETbCA B 4YaC HAayKOBO-TEXHIYHOIO
IIpOrpecy.

BaknuBe 3HaYeHHsA B JOCHIIHKEHHI
KOMITIOTePHMX BipTyanbHUX TEXHOJIOTii
BilirpaloTh MOHATTA «KibepmpocTopy»,
«MefiarrpocTopy» Ta «PisMIHOTO CBIiTY».
OcMucIeHHs MiCLisi Ta POJIi KOMIT I0TepHOT
BipTya/IbHOI Pea/IbHOCTI B PO3BUTKY HO-
BiTHIX TeXHOJIOriil, 30KpeMa Mepexi IH-
TepHeT Ta ii BIUIMBY Ha mporecr GopMy-
BAaHHA JIIOJACHKMX KOMYHIKALil pO3I/IA-
HyTO B poborax O. Acrad’esoi, I. [leTe-
poBa, O. [I3pobans, [I. IBanoBa,
M. Kacrenbca, B. Caamnina, A. CeanbHu-
KoBa, [I. Illanipo Ta iHmmx.

Merta cTarTi — gocmiguTi oKpemi ac-
HEeKTH KibepIIpocTopy, MefiallpocTopy Ta
¢isuyHOroO CBiTY Ta iX 3HAUEHHA Y BIpTY-
aJIbHIl peasIbHOCTI.

3a J0IIOMOT 010 TeXHIYHMX MOXK/IMBOC-
Tell, Cy0’€KT MOXKe HOTPAluTH y HOBY
JHMICHICTD, AKiMl XapaKTepHi CBOi BifiHO-
CUHM, KpUTepil OLIHKM, CBOS CUCTeMa
BUMIpIOBaHb, CBili croci6 mepemaui iH-
¢dopmarnii i T. f. Ane HesBaxKaw4yM Ha
TEXHIYHI MOXK/IMBOCTI KOXKHA JIIOiIVHA B
HeBHMIT MOMEHT wacy Oyfe crpmitMaTu

CBill IIPOCTIip, CBili MOXIMBUI CBIiT IIO
pisHomy.

BipryanpHuit mpoctip, Ha AyMKy B.
MexyeBa, «...1Is1 HOBA peasbHICTb, MOJi-
OHO /10 iHIINX YMOITIAZHUX KaTeropiit, He
MiJJAETbCA MPOCTOMY CHPUITHATTIO. Di-
nocodisg KyIbTypy Ije TiIIbKY IOYMHAE
PO3KpUBATH «BipTyalbHe CepefoBUILE»
AK (peHOMEH CyJacHOI KY/IbTYpPH, a MOX-
JUBICTb iICHYBaHHA L€l peanbHOCTI B
0araTOMaHITHUX TEXHOMOTIYHMX MPOsi-
Bax 3pOCTAE 3 KOXKHUM JJHEM...» [9, c. 24].

SKIO TOrMAHYTM XPOHOJOTIYHO TO
MOHATTA «MeRIallpoCTOPYy» 3 SABUJIOCH
Oelo IisHille HDK KOMyHIiKalifiHMI Ta
iHpopMmaniiiHuit mpoctopu. Asme Bce X
TaKyM BCTUIJVIO IOCICTY Ba)K/IMBE Miclie B
KOMIT'IOTEpHIil BIpTya/lbHIl peaabHOCTI
Ta HeNMiHiHI MeTomonorii. B cmcremi
KOHIENTYa/lIbHUX MifIXOf[iB OCMUCIIEHHA
MeJianpoCTOPY, OAUH 3 HUX PO3INA/IaE
MeJIiallpOCTip Yepes NMpU3My COLialbHO-
rO IPOCTOPY Ta iX B3aEMOBiJHOIIECHH.
Taxk, H. Kupnnosa HaBOgUTH Take BU3HA-
JYeHHs Meflia, O «I[e He TPOCTUIl 3aci6
I nepepadi indopmaii, Le 1ine cepen-
OBUIIIE, Y AKOMY IIPOBOJATHCS, €CTETUSY-
JOTHCA 1 TPAaHCIIOIOTHCA KYNbTYPHI KOZU»
[7, c. 22]

TepMin «MefianpocTip» KOCUTH TO-
MIMpeHNIT y JOCTiPKeHHAX iHdopManiii-
HMX IIPOLIECIB Ta KOMYHIKaLIi/iHMX TeXHO-
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norigx. HeoOximHo 3asHaumTy, 1O OCO-
6/1UBY pONb Y CTBOPEHHI MeJiallpocTOpy
Ha KOMIT I0TepHiil OCHOBI HaJI&XXUTh CaMe
Iarepuery. Bsaemopis TexHiuHOI Ta co-
mianpHOI cdepy i yTBOpPIOE CydacHy Me-
pexy Inrepner. B. B. bypsk, Tak xapak-
Tepusye IepeBaru TeXHOJIOTiYHOI I7106a-
Ni30BaHOi KOMYyHIKalil: «MOOITbHMIL
3B’5130K Ta [HTepHeT JOKOPIHHMM YMHOM
MEPETBOPUIN MOBCAK/IEHHE JKUTTA Ta
npodeciiiHe cepemoBuille IepeGyBaHHA.
ITepmr 3a Bce, Lie cTOCYeTbCA cepu KO-
MyHikanii. KynpTypHuii i conianbamuit 4ac
iCTOTHO yWIiNbHMBCA, M IHAUBIZYyMu
CTanyM BUKOHYBaTuM HabaraTto Oinblire
BIIpaB, HDXK JI0 IOYAaTKy iHTEPHETU30Ba-
HOI MObinbHOI peBonoLii» [5, c. 62].

Posrnsapaioun KOMITUIOTEpHY BipTy-
QJIbHY peasbHICTh HEOOXiTHO BiAMITUTH,
[0 BOHA 3 OHI€] CTOPOHM IIOB’sI3aHA 3
KiGepIIpocTopoM, MeIiampocTopoM, a 3
inmoi - ¢isnynum cBitom. O. M. Acra-
¢dbeBa 3BepTae yBary Ha Te, IO «iHTep-
IIPEeTYBATH i OACHIOBATH IIPOLIECH CAMO-
POSBUTKY BipTya/lbHUX IIPOCTOPIiB — Me-
mia-mpocTopis, iHdopMaritHO-KOMYHi-
KaTMBHOTO cepefoBuiia IHTepHery,
KOMIT'I0TepHOI BipTyanbHOI peabHOCTI —
B paMKaX IEeBHMX AMCUUIUTIHAPDHUX MeX
ckmagHo» [3, c. 422]. Came InTepHer Bu-
CTyIIA€ OJHIEI0 3 TOJIOBHUX TEHJEHLIiN
PO3BUTKY MeIiallpoCTOpY, Ta 106 3p03y-
MiTM JIOTO BIUIMB Ha iHJMBifya/JbHy Ta
CYCII/IPHY CBifOMICTb HeOOXifHO ORHO-
vyacHO OyTH i crocTepiradem i mipgpmocin-
HUM.

Hayxa Mae cTaTy TolOBHMM BaKeleM
10 36epEKeHHI0 XUTTA JIIOfUHN. Y CTBO-
peHHi 1706anbHUX KaTacTpod 3as3BUYAll
BMHHA J/IOAVHA, [ii AKOI NpuU3BeIn [0

MIeBHUX KaTaK/Ii3MiB y mpupopi. Ane i
CITAaCTY JIIOJCTBO B 3MO3i /IuIIe JTIOAMHA 3
cBOiM yHikKanbHUM Mo3koM. M. B. Ko-
Banbuyk, O. C. Hapaiikin, E. b. Animmnaa
HaroJIoIyI0Th, 110 «ChOTOZHI JIIOfICTBO
3HAXOAUTHCS B ToULi 6idypraril. Mu mi-
[N JO YCBiIOMJIEHHS TOTO, IO IIO-
BUHHI CTaTy YaCTUHOWI IIPUPOAM, SKUTU
3a paxyHOK IIPMHIIUIIOBO HOBUX PeCypciB
1 TEXHOJIOTII1,CTBOPEHNX 33 3Pa3KOM XKU-
BOI IpUpoAu. A Iie MOXKIUBO Ti/IbKM 3
BMKOPUCTAHHAM HaliJJOCKOHAJIIIINX TeX-
HOJIOTIYHUX JOCATHEHb» [8, ¢. 11].

JI. A. OpoxoBcbKa Opi€HTYETbCA Ha
BII/IMB Mac-Mefiia Ha KOHCTPYIOBaHHA CO-
1[iaJIbHOI Pea/bHOCTI, BM3HAYAIOYM, IO
«Mac-Meqia, 3[iIICHIOIYM BIIMB Ha CBIi-
JOMICTh iHJMBiIa, MOXKYTb CIPUYMHUTI
BipTya/lisalil0 peajbHOIO >XUTTS, A[Ke
TOCHUTD 4aCTO MM CIiBBiJHOCMMO peabHi
II0flii Ta BYMHKM 3 CTAaHJAPTAMH, AKi HAM
HAB’sA3yI0Th Mac-Mefia. Mac-Menia 3xiii-
CHIOIOTh Ha HAC He TIIbKM 3HAYHUN
BIUIUB, ajie i 3HaYHM TUCK. Ti, XTO BOJIO-
mie 3MI, BM3HAYaIOTh, 110 MOTPIOHO Ta
KOpMCHO aymuTopii, a mo - Hi» [10, c.
110].

C. Ipumait BuM3HAYAIOUM CTPYKTYPY
MeJialpOCTOpPY 5K CKIAfHY Cy0 €KTUBHO-
00’€KTUBHY CHUCTEMY, IO 3HAXOAUTHCS
]l BIVIMBOM COIlia/IbHOI JIiICHOCTI MuIIie
«MeJialpOCTip € AMHAMIYHOIO CUCTEMOIO,
1110 PO3UIMPIOETHCA B Mipy PO3BUTKY CycC-
MMi/TbCTBA, — 1Ie KII0Y0Ba BJIACTUBICTh Me-
pianpoctopy. Qopmu i 3acobu HamaHHS
indpopmanil icTOpUYHO 3MiHIOBa/NINUCA.
MepianmpocTtip - He HpPOCTO coljiajJbHa
CIUCTeMa, a CUCTeMa, KOMIIOHEHTU SKOi
00’eHaHi B colLlia/IbHy Mepexy. 3arajiom
/10r0 apXiTeKTOHIKa CK/IaJiHa, KOXKEH eJle-
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MEHT y CTPYKTYpi MOke (YHKI[iOHyBaTu
B PaMKax BiJKpPUTOI CHCTEMU, OfE€PKyBa-
™ i nepegaBaru indopmanito. YV mepnia-
IIPOCTOPI AAPOM, L0 OPraHi30BY€E CHUCTe-
My, BUCTYIIa€ MacoBa iHQopMmarisd, AKy
HOTPiOHO IepepoOUTH /LA CIOKUBAHHA
ayauropiero. ToMmy Bci 06’exTn: conianpHi
IHCTUTYTH, OpraHisauii, rpynm Ta oKpemi
0cobu, 3aitHATI ii BUPOOHUIITBOM i cro-
JKUBAaHHAM, MaIOTb OPIaHIiYHO BXOJAUTU B
110 cuctemy» [6, c. 29].

Takum 4MHOM,
Tepusalil HeMOX/IUBUIL 6e3 3ac06iB KO-
MyHiKarii Ta 6e31ocepenHbO OB A3aHNIA
31 ckmagHuMM TexHosnmorigmu. Tak, B. T.

Ipolec KOMIT'Io-

bymanos, enemenTN KOMyHiKanjii BOadae
B Meradopi BMUIIAJKOBOIO HEJIiHIHOTO
cepefoBuila. BiH 3a3Havae, «BUIAZKOBE
HeJIiHiliHe cepefoBullle — 1je¢ MOBHE Ce-
penosuie,
00’eKTH KOMYyHIKaI[il, caMOfjisi — KOTHi-

€JIEMEHTN CcepefoBuina -

TUBHMII IIPOLIEC, B3AEMOJiA — KOMYHiKa-
TuBHUI KaHal Ockinbku inpopmanis
MO>Ke HapOJPKYBaTHUCH, TeHepyBaTUCH, TO
Iie Mofienti He 000B’A3K0BO QisMYHMX CHIT
a6o monis. ¥ uiit metadopi N - enemenr-
HII CEKTOP BifITOBifla€ KONEKTUBY, BOX-
eIeMeHTHUI pianory. Buxmovaiounm B
MapHiil KOMYHIKallii y OHOTrO 3 efleMeH-
TiB CaMOJil0, MU IIPUXOAUMO K Cy0’€KT
06’exTHOI guxoTomii» [4, c. 81-82]. 3a
ZOIIOMOTOK0 KOMIT' IOTEPHMX BipTyanbHUX
TEXHOJIOTI JI0JIHA MOYKe Bi/TbHO BXOM-
TH B KibepIpocTip, Ta BUXOFUTHU 3 HBOTO
3MIiHIOI0YN 110T0 Ha Qi3MyHUI IPOCTip Ta
HaBIIaKY, aj)ke BOHa (YHKIIOHye 3a
BIacHUMM 3akoHaMu. CaMe KOMIT I0TepHi
BipTya/IbHi TE€XHOJIOTil € TPaHMIIEI0 MK
Kibeprpoctopom i ¢isuyHUM CBiTOM.
Bsaemopis kibeprpocTopy 3 ¢isuaHnmM

CBITOM i yTBOPIOIOTb KOMIT IOTE€PHY Bip-
Tya/lbHY p€a/IbHICTh, AKa i € Ti€I0 MEXEI0,
1o ix 06’epHye. Sk Bigmivarors H. 3. Asi-
eBa, C. A. Tapmam, A. C. fkybenko,
A. A. IlpiropopoBa «pe3ynbTaTaMu Ipo-
1ecy BipTyaisariii, 30008 s13aHi KOMIT T0-
TepHill TexHilj, € kibepmpocrTip i Menia-
npoctip. OfHaK yABHY, BipTya/lbHy pe-
a/IbHICTb CTBOPIOE TaKOX MICTELTBO B
npoueci TBOpYoCTi. BigMiHHicTh Aiii-
CHOCTI IIOJIATA€ B TOMY, 110 B MMCTELTBi
BOHa HOCHUTb CUMBOJIIYHMII XapakTep i
BioOpaxkae ifeitHUIT CBiT, a [iIICHICTD,
CTBOpeHA TEXHIKOI0, IT030aB/IeHa CHMBO-
KM, B Hill CBIT BifoOpakeHuit 6esmoce-
perubo» [1, c. 195].

CTBOpEHHs KOMIT IOTEPHUX BipTyasb-
HUX TEXHOJIOTiI 3HAYHO pPO3IINPIOE
CIeKTP MOXX/IMBOCTEN MoANHN. Brius ii
Ha KOMITIOTepHi BipTya/bHI TeXHOJOTi
TO3BOJIA€ BUPIIIYBaTy HAJCKIaJHI 3a/a-
4i, AKi HEe MOXKE BUPILIUTYU IIPOCTO JIIOJ-
CbKUII MO30K, a00 3amporpamMoBaHMIt
Heto koMmr orep. Sk muure M. Xarim «ki-
6epIpocTip MOXXe MiCTUTH 6araTo CBiTiB,
IO YepryloThes, ane aabTepHATUBHICTDb
IHIIOTO CBITYy 30CepelyKeHa B JIOTO 3/aT-
HOCTI 30yMKyBaTu B Hac iHIN AyMKH i
BiguyTTs» [11, €. 77].

Tak, KOMIT I0TepHi MepeXXeBi TEXHOTIO-
ril BiAKpMBalOTb HaM HOBiI MOXX/IMBOCTI,
ajie TUM CaMMM i CIIOHYKAIOTb IO IIepeo-
CMICTIEHHA POl BipTyanbHOCTI, fie B. V.
Apunsos, M. B. Jle6eneB Bny4HO BifMi-
Yal0Th, 110 «BIpPTyanbHICTh (Kibepmpoc-
Tip) AK y BY3bKOMY, TaK i B IIMPOKOMY
ceHci — 1e cnenudiyna Gpopma iHTEpaK-
TUBHOI KOMYHIKaTMBHOI peajbHOCTI, 1[0
ABJsA€ cobO0 MO CYTi a/lbTEPHATUBY Ma-
TepiampHOMy cBiTy. OCKinbku Kibepi-
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pocTip mepenbadae MOXIMBICTH 6e3Io-
CepefHiX KOHTAKTIB 3 iIHIIMMU BipTyasb-
HUMIU Cy0 €KTaMy, mpobeMa KOMyHika-
il MifjArae IepeoCMUCIEHHI0 B IbOMY
KOHTEKCTi» [2, c. 40].

JocmimkeHHA KOMITIOTepHMX BipTy-
a/IbHMX TEXHOJOTiNl MOXe [JOTIOMOITU B
peanisanii BapiaHTiB mopfiil fAKi 1le He
BifOymucs. Ha Hamry ayMKy, TeXHOMOTis
BipTyabHOI peaNbHOCTI € OFHI€I0 3 MOX-
JMBOCTEN BiIIIyKaHHA paliOHaIbHUX
pilieHb.
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CUHTE3 U AHA/IN3 KOOPOVHAIVIOHHBIX COETVHEHUI
MOOVIOB HUKEJIA (IT), IMHKA I KADMUS C
V30HUKOTUHOWITYIPA3OHOM ITAPA-AIIETMJIAMIHO
BEH3AJIBIETMTIOM (MHTTIAABA-14)

Yautypusa M.M.
AcconmpoBaHHbIiT Tpodeccop, KaHAUAAT XUMIIECKIX HayK
Cyxymcknit JocymapcTBeHHbIlI YHUBEpCUTET

IMuamanse M.I.
[Tpodeccop, FOKTOp XMMUYECKUX HAYK
Ipysuncknit Texunuecknit YHUBepcureT

I'yn6anu [1.B.
KaHJU/IaT XMMWYECKUX HayK
Cyxymcknit JocymapcTBeHHbIll YHUBEpCUTET

Annomauus

Paspabomarv memodvt cunmeda KOOPOUHAUUOHHBIX HOOUOHBIX COeOUHeHUTI
nuxena(1l), yunka u KAOMUS ¢ UBOHUKOMUHOUNIZUOPAZOHOM NAPA-AUETNUTAMUHOOEH3-
anvoeeudom (MHITIAABA-L?). Cunme3uposantvie KOMNAEKCbl HOOUOHBIX cOoedute-
nuii: NilLL*(H,0), ZnIZL‘I', CdIZL‘Iz'(HZO). Onpedenenvt ux cocmas, cmpoetue, 0xXapax-
MepuU308aHvL UX C80TICMBA, YCMAHOBTIEH CHOCOO KOOPOUHUPOBAHUS. YKA3aHHbIE KOM-
naeKcul A6ATHMCS YOOOHLIMU MOOENSIMU ONIS UHMeEPHpemayu CmpyKmypHo-xumuse-
ckux agppexmos 6 0bnacmu KOOPOUHAUUOHHOL XUMUU.

KiroueBbie cnoBa: KOOPAMHALMOHHBIE COENVHEHNS, M30HMKOTMHOMITUIPA3OH
mapa-areTuIaMnHOOeH3anbiernl, CUHTES, METO/BL.

BBepenne: B xayecTBe MMraHIOB NPUMEHSINCh a30MEeTVHBI (TU/Jpa3oOHbl M30OHU-
KOTMHIMJPA3N]A).

VI30HMKOTMHOMITUIPA30H mapa-anermwiammnHobensanpaernaa (VIHITIAABA)
ObII IIOJTy4eH IIPY CIMBAHUM STaHOJIBHBIX pacTBOPOB, cofepxamux 0,01 Morna uso-
HukotuHruapasuzaa u 0,01 Mo mapa-anernnammuHob6ensanpernga (pH=6). Ilocne
CMeLIMBaHusA 3TUX pactBopoB (pH 6) u cmecn, 11 yaameHys: BOADL U IOAeP>KaHII
KICTION Cpefibl, TOOABIIANM HECKONIbKO Kallelnb KOHIIEHTPUPOBAHHO CepHOI KUCTIO-
Tbl. Uepes HECKOIPKO MMHYT BBINAJal OCafjoK, KOTOPBI OT(MIBTPOBBIBA/IN, IIPO-
MBIBa/ Ha GUIBTPE 3TAHONMOM, CYIIMIN B BaKyyM-akcukatope Haj CaCl,.

VHTTIAABA - M30HMKOTMHOMITMJPa3OH Mapa-aleTHIaMUHOOeH3anbernsa
(IHTA-17) (L%):
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HC—CH HC—CH
N Ne—C—N—N=C O\C—N—H'
\ 2 | 4
HC=—/CH 0 Hu g HC=—cCH
O=C— CHj

VMHTTIAABA nopoIoK >KenToro 11BeTa, HepaCTBOPUMBIIL B 3TaHOJIe, XOPOIIO pac-
TBOpUMBIit B [IM®DA.

Haiineno, %: C - 56,91; N - 18,69; H - 4,69.

It UHITIAABA - C . H N,O,;

Brrunceno, %: C - 60,40; N — 18,79; H — 4,22;

CrHTe3 KOMIUIEKCHBIX MomugHbix coemvHenmit Hukemsa(Il), mmHka u xkagMus ¢
U30HUKOTUHOUATUALPA3OHOM mapa-aleTUIaMIHOOEeH3aNIbAeTULOM
(IHITIAABA-L*) — ¢ IUraHfoM OCYILeCTB/IAETCS IyTeM CIMBAHUS IpU KOMHATHO
TeMIlepaType 3TaHOMbHBIX PACTBOPOB OYMILEHHBIX COTIEN META/IOB C AUMeTUI(Oop-
MaMUJHBIMY PacTBOpPAaMU IMAPA30HOB B MOJIAPHBIX COOTHOIIEHMAX M:TUAPA3OH =
1:1; 1:2 m 1:3. [Tpu 5TOM pacTBOPBI COOTBETCTBYIOMMX coelt (0,0025 Mo B 10-20 M
9TaHO/MA) IEepPeMelMBAINCh C pacTBopamu ruppasonos (0,0025 mons B 15 wmi,
0,005 Mo B 20 M u 0,0075 mons B 25 min JIM®A). Ocangxy B HEKOTOPBIX CIydasnx
BBIJIE/IANINCH CPa3y e, a HEKOTOpBIe — uepe3 Hefleio U faXke yepes MecsAl] IpU CIuBa-
HUU PACTBOPOM MCXOJHBIX KOMIIOHEHTOB IIOC/Ie KPUCTANIM3ALNUM PeaKI[MOHHBIX
cMeceit B Bakyyme-akcukatope Hazy CaCl,. B HekoTOpbIX crydasx (GuibTpaThl mocie
OT/Ie/IeHVisI KOMIIOHEHTOB BBIIEPKMBATINCH O KPUCTA/IN3ALNN Ha 60JTee [TUTebHOe
BpeMs, B pe3y/bTaTe Yero BhIJIENAMNCh KOMIUIEKCHI.

ITenp paGoThl. 3ajaveli Halllero MCCIEOBaHMs SBJSUIACh pa3paboTKa MeTOHOB
HOMTy4eHsI KOOPAMHALMOHHBIX JOAUAHbIX coenmHennit Hukena(Il), nuuka u kagmus
C U30HMKOTUMHOUATUAPA3OHOM mapa-aneTuaaMIHOOeH3aIbAeTUIOM
(IHITIAABA-L*), n3ydeHnue mMX COCTaBa, CTPOEHUS COBPEMEHHBIMM MHCTPYMEH-
TaJIbHBIMU METOJIaMM.

IIpakTudeckas EeHHOCTb. Pe3ynpraTel McClefoBaHMA MOAUHBIX COENVHEHMIA
nukess (1), nMHKa U KagMusi ¢ MISOHMKOTUHOW/ITU/IPa3OHOM Iapa-aleTHIaMuHOOeH-
sanbaerunom (MIHTTIAABA-L'), MOryT OBITh MCIIONIB30BAHBI B JIAOOPATOPHOI IIpaK-
TUKe [l IPOTHO3UPOBAHMA CYHTe3a KOOPAMHALMOHHBIX COIMHEHNI C POACTBEH-
HBIMM TIO CBOEJ! IpUpPOJie OpTaHMYeCKMMM TUTaHAAMU.

OO6beKThI 11 METOMBI MCCTTETOBAHIL.

B kauecTBe MCXOQHOTO BelLeCTBA MUCIIONb30Bamuch omuabl Hukensa(Il), umaka u
KagMust (KBaIMPUKALUY «IMCTDI [/ QHAMN3a», «IUCTBII», KOTOPbIE IpeBapUTe/b-
HO OYMILA/INCD IIepef UCIOIb30BaHMEM I10 CIIeLMATbHOI MeTOAMKE, IIepeKpUCTaIn3a-
nyeit). B kayecTBe OpraHM4ecKkoro NUraHfia MUCIONb30BAIY M30HUKOTUHOWITUAPA30-
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HOM mapa-anetiiamuHo6ensanbaerugom (MHITIAABA-LY). KomnekcHble coefuHe-
Hyst Hukernsa(Il), nuHKa U KagMust ¢ M3OHMKOTMHOWITUAPA3OHOM ITapa-alle THIaMIHO-
OeHsa/bfierna IOMyYaNInuch B pe3ynbrare B3auMmopericTBus iopupo Hukersi(Il),
IMHKA U KafIMV ¥ JIUTaH/la B BOJHOI cpefie TpM KOMHATHOM TeMIlepaType U Py Mo-
JIIPHOM COOTHOIIEHNM MCXOFHBIX KOMIIOHEHTOB 1:2. YacThb KOMIUIEKCOB BBINTafiaja
Cpasy >ke IIpM CIMBAHWUM MCXOTHBIX PacTBOPOB, [IPyTas >Ke YacTb BBIIENANACH IOCTe
HEIIpOJIO/DKUTENIbHON KPUCTA/UIN3ALUY B BaKyyM-dKCUMKaTope. BplmaBuive ocajku
KOMIIJIEKCOB OTHE/ISUIMCH OT MaTOYHMKA (UIBTPOBaHMEM, IPOMBIBANINCh Ha GUIbTpe
HeOONMbIIMM TOPIMAMY BOJIbI U CYLIM/IUCH B BaKyyM-9kcukartope Haj CaCL.

[ mpoBepKu pacTBOPMMOCTY VICHONIB30BAIM BOJY, 9TAaHOJ, alleTOH, HMOKCaH,
IMCO (mumernncynbdoxeun), IM®PA (mumernndopmamuy). ITaHOI U ALETOH Ie-
pex ynorpe6bnennem ounman. JIM®A n [IMCO mapku «4» BBICYMIMBaIU HaJ IIPO-
KaJIeHHBIM IIOTAIlleM B TeYeHJe HeCKOJIbKUX CYTOK M IIEPETOHSIN IIOJ, BaKyyMOM,
cobupas ¢pakyuy coorBercTBeHHO mpy 150-151°C u 140-141°C. CocraB momnydeH-
HBIX KOMIUIEKCOB YCTAQHAaB/IMBAIM ST€MEHTHBIM aHamu3oM. PU3MKO-XMMMIYecKue
CBOJICTBA M CTPOEHME IIOJTy4eHHBIX KOMIUIEKCOB M3y4YeHbl METOJJaM}i PEHTIeHOrpa-
¢umn, VIK criekTpoB moroueHus, tepmorpadun, mpoBeneHbl KBAHTOBO-XIMUYECKIe
pacyeTsl IMraHpa.

MeTopapI CCIENOBAHA KOMIUIEKCHBIX COEXTHEHNIT
OIeMeHTHBIN aHATU3

JI1s1 ycTaHOBIEHUS 97IEMEHTHOTO aHa/IM3a CUHTE3MPOBAHHBIX COENVMHEHMIT OHU
AQHA/IM3MPOBA/INCh Ha COJiep>)KaHMe META//IOB TPYJIOHOMETPUYECKUM METOOM, a ra-
JIOT€HNJ—VIOHBI — ApTeHTOMETPIYECKIM METOJIOM, Ha YIJIEPOJ, 1 BOZOPOJ, — II0 MOAM-
¢$uIMpPOBaHHBIM METOJJOM MUKpOAHa/IN3a, a Ha a30T — 110 MeToRy [Jioma.

MudpakpacHple CIEKTPBI NOTTOIEHN

VIK-cneKTppl MOTTIONeHMs KOMIIJIEKCHBIX COeVIHEHNI M MCXOHBIX TUTAHTOB 3a-
HMCBIBAINCD Ha crekTpodoromerpax UR-20 B obmactu 400-4000cm . TIpumensimach
MEeTOAMKA PACTUPAHMUS MOMUKPUCTATUINIECKUX 00Pas1IOB ¢ BadeIMHOBBIM U (HTOPH-
poBaHHBIMM MaciaaMiu. /i HEKOTOPBIX COENVHEHMII 3alMChIBANNCh CIEKTPBI 3Ta-
HOJIbHBIX PacTBOPOB.

Omnpenenenne MOIAPHOI 3TeKTPONPOBOTHOCTH
MonspHas 37eKTPOIPOBOJHOCTb OINpefie/isliach ¢ MOMOLIBbI0 KOHJYKTOMeTpa
K9JI-1M npu 25°C. YaenbHast 37eKTPOIPOBOZHOCTD BBIYIC/LIIACH IO hopMye:

1
X=—u,

Ry

I7ie X — yAeIbHas 97IeKTPOIPOBOAHOCTD (oM cM?),
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a - IIOCTOSIHHAS M3MEpUTeNIbHas A4elika (/I HaIluX yC/IOBUIA

a =0,037451 om™! cm?),

R - ynenbHOe compoTusnenue (om).

MorsIpHYI0 9/1eKTPOIIPOBOJHOCTD OIPEHEIISIN 110 PopMyIIe:

u=1000 om™" cm? Mo

C - KOHI[eHTpa1ysi pacTBopa (T-MOJb/).

PasgpaboTaHbl MeTOABI CHMHTe3a KOOPAMHALVOHHBIX COEJVHEHUI JOfUI0B
HukensA(ll), nMHKa ¥ KagMus ¢ MSOHMKOTVHOMIIMAPA3OHA Iapa-aleTHIaMUHOOeH-
3aJIBJIETMJJOM.

KoopaunanuonHusle coemmHenns ionnnos Hukena(ll), nuHka u xagmus ¢ uso-
HMKOTHHOWITH/PA3OHOM Mapa-alje THIAMIHOOeH3a IbAer A

NilLL*(H,0). Hasecka c 0,7813 r (0,0025 monb) Nil, pactBopsnacp B 20 M/ 3TaHO-
J1a, IOC/Ie 4Yero K IIPUTOTOBJIEHHOMY pPacTBOPY NpuamBaica pactsop, ¢ 0,705 r
(0,0025 monb) L*B 15 ma JIM®A pactBop sxentoro npera. Cpasy IOIy4eH OCafiOK
3€JICHOTO 1IBeTa, KOTOpbIit pacTBopsietcs B Bofe, IMCO (mmpu HarpeBaHuu), Mauo
pactBopsietcst B JM®A, He pacTBOpsIeTCs B BOJE, STAHOJIE, AlleTOHE, TONyosIe, 6eH30-
e, a¢upe. ITpu 178°C HaunHaeTcst n3MeHeHre OKpacky, mpu 184°C obyrimBaeTcs.

Znl,. [lna cuHTe3a 9TOrO COEMHEHNS CMEMMBANTOCh 20 MJI 3TAHO/IBHOTO PACTBO-
pa, comepxxamero 0,7979 r (0,0025 monb) Znl, pH=5,5) u 25 mn [IM®A pactsopa,
coprepxaitero 0,705 r (0,0025 monp) L* pH=6). [Toce cMenmBaHusi pacTBOPOB, CMeCh
ZaBa/u OTCTOSATD M BbINABIINE KPYCTA/UIBI OTAE/LIN OT MATOYHMKA (QYIIBTPOBAHMEM.
Znl, - KpPUCTaIIBI )KENTOTO 11BeTa, Majio pacTBopsiorcs B JMCO, He pacTBopsieTcs B
BOJIe, alleToHe, a¢upe, sTaHone, JM®DA, 6ensorne, Tonyore. T, =310-312°C.

CdL,(H,0). K 20 My aTaHONMbHOTO pacTBOpa, coftepxarero 0, 9155 r (0,0025 morp)
Cdl, pacreopsnmu mpu Harpesanum, pH=5,5), npunusancs pactsop ¢ 1,4115 r
(0,005 monp) L* B 25 M [IM®A (pH=6). Beimajiany KpyucTaibl KeNIToro 1jBera qepes
TPMU JHA [OCIIe CMelBaHuA pacTBOpoB (pH=5,5), KOTOpble Ipy HarpeBaHUM PacTBO-
psitucek B IM®A, IMCO, He pacTBOPsIIICH B BOZE, ITAHOJIE, alleTOHe, Xmopodopme,
tonyorne, 6ensorne. (ITonydyeHHOe KOOPANHALMOHHOE coenyHeHue uMmeet pH=5,5),

[Torry4eHHbIE COSNVMHEHNA YCTOMYMBbIC HA BO3/IyXe, He BLIBETPUBAIUCD JjaXKe IIPU
IIMTeIbHOM XpaHEHNN.

Pe3y/braThl 9/IeMEHTHOTO aHalu3a KOOPAVHALMOHHBIX JOAMIHBIX COCNMHEHUI
uukens (II), quuka u kagmusa ¢ IHTTIAABA (L*)

HawnpeHo, % BbluncneHo, % Tm"
CoepuHeHue °C
M N C H M N C H (*2)

Nil,L*(H,0) 10,38 | 9,42 | 30,29 | 42,67 | 2,37 | 9,92 9,41 30,25 | 42,69 | 2,35 | 184

Znl 12,26 | 11,97 | 39,11 | 27,21 12,04 | 12,04 | 38,70 | 27,31 | 3,01 | 312

2

Cdl,L4H,0) | 5,90 14.12 | 46,01 | 21,76 5,58 14,42 | 46,35 | 21,80 | 3,60 | —
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CrekTpasbHble JAHHBIE TI0Ka3a/Il, YTO 110 XapaKTepy KOOPAMHALMYU C METAJIOM
coelMHeHNsI MOMeKy/bl L* OueHTaTHBI, 06pas3yioT IATUYICHHbIE META/IOLUKIIBI 1
KOOPAVHUPYIOTCS ¢ MeTa//IaMH, aTOMaMI a30Ta TUAPAsUIAHBIX U KUCIOpoAa KapOo-
HIUIbHBIX IPYIII:

[NiL(N_ ) (O,,),JH,0 (X=Cl', T'); [CdI (N ) (O_.),]H,0

TP, THIP.
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Resume

SYNTHESIS AND ANALYSIS OF COORDINATION
COMPOUNDS OF NICKEL(II), ZINC AND CADMIUM IODIDES
WITH ISONICOTINOYL HYDRAZONE OF PARA-
ACETYLAMINOBENZALDEHYDE (INGPAABA- 14)

Mineda Chanturia, Maia Tsintsadze, Daredjan Gulbani
Sokhumi State University, Georgia Technical University

Methods have been developed for the synthesis of coordination iodide compounds of
nickel (II), zinc and cadmium with isonicotinoyl hydrarazone para-acetylaminobenzal-
dehyde (INGPAABA- L*). Synthesized complexes of iodide compounds Nil, L*(H,0), Znl,
CdI(H,0). Their composition and structure are determined, their properties are charac-
terized, and a method of coordination is established. These complexes are convenient
models for the interpretation of structural and chemical effects in the field of coordination
chemistry.
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A DESIGN OF A NEURAL NETWORK FOR IMAGES
CLASSIFICATION USING MATLAB AND JAVA

Dudka. D. A.

Student of the Department of Computer Engineering and Management

Kharkov National University of Radio Electronics

L INTRODUCTION
PROBLEM STATEMENT

In the past few years, face recognition
and classification has received a significant
attention and regarded as one of the most
successful applications in the field of image
analysis [1]. Developing a computational
model for face recognition and classification
is difficult[1, 4]. Artificial neural networks
(ANT) were used largely in the recent years
in the fields of image processing and pattern
recognition. In the recent years, different
architectures and models of ANT were used
for face detection, recognition and
classification. In paper [2] was proposed
approaches for face recognition based on
combined Gabor wavelet faces with ANT
feature classifier [1, 7]. The Gabor wavelets
used to represent face image. It was proved
the representation of face images using
Gabor wavelets was effective for facial action
recognition and face identification. In
reference [3] was proposed approach based
on ANT and Gabor wavelets to detect
desirable number of faces in fixed photo with
gray background [2, 552]. They used
correlation of a window with a face with
photo. Then they estimated areas of candidate
of face presence. After that, they used step
algorithm and referred these areas and

AND

around them to section of extraction of
Gabor wavelets characteristics and neural
network classifier. [2, 554]. In work [4] was
presented a back propagation neural network
(BPNN) for face recognition. The BPNN
input is feature vector based on Fourier
Gabor filters. They used an algorithm for
detecting face regions in images using the
color of skin which presents overlooked in
different background, accessory and clothing
[3, 68]. After that, they introduced Gabor
filters with 8 orientations and 5 resolutions
to get maximum information by varying the
resolution and orientation. This is done to
generate and extract the features vector of
the whole face in image. BPNN is then
applied to perform the recognition task [3,
70]. This solution was implemented using
Java environment [3, 74]. In reference [5]
was considered an efficient face recognition
method where enhanced local Gabor binary
pattern histogram sequence has been used
for efficient face feature extraction and
generalized neural network with wavelet as
activation function is being used for
classification. In papers [6, 7] was compared
the effectiveness of Daubechies and Haar
wavelettransforms whileimages classificating
with the use of ANT.

Although, many researches have worked
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on the problems of face recognition and
classification for many years, still several
challenges need to be solved. This work is
attempt to downsize the computational
complexity of an artificial neural network
due to the original algorithm with the
application of Daubechies wavelet transform
[4, 15].

In many modern web services, for
example upwork.com, a visual identification
possibility of users is very desirable. New
user must upload his real portrait as his
avatar during registration on that site. This
portrait needs to be a full face focused image
which made often with a simple gray or
monochromatic background. In such case
the portraits with a head rotation are not
acceptable.
functionality
programmatically [4, 17].

The purpose of this paper is ANT design
for portrait images classification in two
categories:

1). Full face portraits;

2). Portraits with a head rotation.

The practical outcome of the work is a
web-application capable to verify uploading
images with the use of ANT [4, 19].

In this work a capability of Matlab tools
for preliminary images handling, ANT
creating, training and simulating is
demonstrated. What's more, Matlab provided
Java-code generating from Matlab-function.
It's significantly simplifies the programmatic
realization of neural networks as parts of Java
web-applications. [4, 21].

II. PROBLEM SOLUTION
RESULTS

For ANT training were used 128 portrait
RGB-images that made mainly with a light

Clearly, images verifying

must be realized

AND

or dark monochromatic background and
also with a gradient background. There were
people with various ages, ethnicities, skin
and hair colors. Half of the images were male
portraits and half of the images were female
portraits. Half of the images were full face
portraits and half of the images were portraits
with a head rotation.

For ANT simulating and classification
performance assessing were used other 32
portrait RGB-images that were choosed
using similar prerequisites, in such
proportions as mentioned before [5, 1557].

First of all portrait images were framed to
size 256x256 px and uploaded to Matlab.
With the use of Matlab-functions rgb2gray
and im2double color images were converted
to black and white images with range their
pixels brightness from 0 to 1. That means we
should use the input of ANT that consists
from 65536 values to each of images. That
means far too much complexity while
designing and using the neural network [5,
1560].

In the paper the solution is proposed for
resolving this problem. We could reduce a
computational complexity due to application
of Daubechies wavelet transform with 3 steps
to each of images.

The 1-st step scheme for a discrete two-
dimensional (2-D) Daubechies wavelet
decomposing is shown in Fig. 1.
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Columns handling
L(z) (] +2 fplnm)

Rows handling

a,(n.n.)

H(z) — +2 L(z) | v2 dnm)

Hiz) H +2 ftmn

Figure 1. Image decomposition using 2-D wavelet transform

For matrices of images decomposing were used lowpass L(z) and highpass H(z) first-
order Daubechies filters. Matlab-function dwt2 computes the approximation coefficients

1 1 1 1
matrix a,(m,m,) and details coefficients matrices d,(m,n,) , d,(ny,n,) , dy(n,,n,)

(horizontal, vertical, and diagonal, respectively), obtained by wavelet decomposition of the

input matrix . a, (n,,n,) The result of the 1-st step of Daubechies wavelet transform for one
of images is shown in Fig. 2.

an,n,) | di(n,ny)

din.n,) | dfn.n,)

Figure 2. The result of the 1-st step of 2-D wavelet transform On the 2-nd step of 2-D
wavelet decomposition each of these matrices were transforms separately, replacing the
input matrix in Fig. 1. And from four result matrices was remained only a corresponding
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one. The 3-rd step of 2-D wavelet decomposition was executed in the same way. This has
given to reduce the image matrix to size 64 x 64 px and downside the input of ANT to
4096 values to each of images [6, 105].

The design a feed-forward back propagation neural network with 3 layers was
performed using Matlab-function newff [8]. Matlab-function trainrp that updates weight
and bias values according to the resilient backpropagation algorithm (RPROP) was used for
training. After training with the use of 128 portrait images the simulation using 32 control
images was performed. Simulation results for various number of neurons in 1-st layer of
ANT is shown in Fig. 3.

0,24
0,92

0.9
0,88

0,86

Classification rate

0,84

10 20 30 40 50 &0 70 80
The number of neurons in a neural network first layer, N1
=l =] —p—7 —A -3

Figure 3. Classification rate curves

Here the number of neurons in 2-nd layer of ANT was equal N, =50 and the
number of neurons in 3-rd layer ANT was equal N =2. Curves 1-3 in Fig. 3 were ac-
quired for sum squre errors (SSE) values 1, 0.1 and 0.01 (during training procedure)
respectively [6, 104].

The resulting fully trained neural network with parameters N =N,=50 and N,=2
was used for converting (using Matlab-function getFunction) into a Matlab-function
and, further, for Java-code generating with the application of Matlab Library Compil-
er.

III. CONCLUSIONS

This paper presents an efficient face classification method, using artificial neural
network. The original algorithm for reducing the computational complexity of ANT is
proposed. Experimental results of the proposed method on the open portrait images
set have evidently illustrated its effectiveness and robustness. It’s significantly simpli-
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fies the programmatic realization of Java
web-applications with neural network
functionality. The optimal configuration
of the artificial neural network, that found
by simulating, provides the classification
rate 0.94 [7, 61].

The web-application based on techol-
ogies Java 8, Maven, Spring WebMVC,
Apache Commons File Upload Library,
JSP, CSS3, Tomcat, including Java-code
for the designed neural network, was de-
veloped. The source code this web-appli-
cation and full set of images is available at
a link github.com/bozonhiggsa/images-
Recognizing. Note that for a stand-alone
application that execute on PC without
Matlab R2016a you should install Matlab
Compiler Runtime 9.0.1.

Future efforts will be focused on im-
ages recognition and classification using
Python and deep learning algorithms [8,
46].
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